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Bosch, C. Fabjan, A. Fasso, F. Formenti, A. Gheata, P. Giubellino, I. Gonzalez Caballero, C. Gregory,
M. Hoch, P. Hristov, I. Hrivnacova, P. Jarron, A. Jimenez de Parga, L. Jirden, C. Joram, A. Kluge,
L. Leistam, C. Lourenço, J.-C. Marin, P. Martinengo, M. Masera, T. Meyer, P.R. Moreira, A. Moronval,
A. Morsch, B. Mota, L. Musa, G. Paic, D. Perini, F. Piuz, S. Popescu, F. Rademakers, J.-P. Revol,
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Protvino, Russia, Institute for High Energy Physics:
A.M. Blik, M. Bogolyubsky, G. Britvitch, G.V. Khaoustov, I.V. Kharlov, S. Konstantinov, M. Lobanov,
N. Minaev, V. Petrov, B. Polichtchouk and S.A. Sadovski.
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V. Bonvicini, L. Bosisio, M. Bregant, P. Camerini, S. Dittongo, E. Fragiacomo, N. Grion, R. Grosso,
G.-V. Margagliotti, S. Piano, C. Piemonte, A. Rashevski, R. Rui, F. Soramel14) and A. Vacchi.



vii

Turin, Italy, Dipartimenti di Fisica dell’Università and INFN:
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Summary

This Technical Design Report describes the ALICE Transition Radiation Detector (TRD). This detector
provides electron identification as well as triggering capability for high transverse momentum processes.
In the following we briefly summarize the main design considerations and the proposed technical solu-
tions.

Hard processes, and in particular studies of charm and beauty production in both the open and hidden
charm sector have become center stage for the ALICE physics program. The TRD, in conjunction with
the ITS and TPC, provides the relevant capability for the measurement of high p t electrons. In addition,
the TRD can be used to trigger on high pt ( > 3 GeV/c ) particles, thus providing not only enriched
samples for ϒ production but also the capability to select jets. A survey of the physics capabilities and
resulting design specifications is given in Chapter 1.

The design objectives and mechanical structure are presented in Chapter 2. An important issue in
this context is the organization of the TRD chambers in supermodules and their support in the ALICE
space frame.

The radiator structure and technical realization are discussed in Chapter 3. Based on the experience
gained in a series of test beam measurements described in Chapter 14, a sandwich construction of foam
and fibers was chosen. This not only yields the required amount of transition radiation but also provides
the structural rigidity to support the front window of the readout chamber, at reasonable cost and small
radiation length. The overall material budget is summarized in Chapter 10, and amounts to less than 14%
of a radiation length for the active volume of the detector.

The 540 readout chambers contained in the full TRD are essentially radial drift chambers with con-
ventional wire amplification and cathode pad readout. To ensure optimal absorption of transition radia-
tion the chamber gas will be 85% Xe and 15% CO2. The demands in terms of resolution and operational
conditions are not very high for each chamber: typically a few hundred microns of spatial resolution are
sufficient. Detailed chamber design and optimization is given in Chapter 4.

In Chapters 5, 6, and 7 are described the front-end electronics, trigger electronics and performance,
and the readout and data flow for the full detector. With 1.16·106 channels a high degree of integration is
required. To optimize the transition radiation performance and simultaneously to provide the necessary
tracking capability the electronics chain is based on a charge sensitive pre-amplifier feeding signals
into a sampling ADC integrated into a digital chip, where all the logic for the trigger resides. Design,
prototyping, and expected performance of the front-end electronics are summarized in Chapter 5.

The trigger performance based on these electronics components is studied by detailed simulations
and results are reported in Chapter 6. The simulations are based on measured test beam results and
the detailed design of the trigger. The on-line tracking performance is near that of off-line tracking
reported in Chapter 11 for low mulitplicity events, but deteriorates somewhat for very high multiplicity.
Nevertheless, even for the highest conceivable multiplicity density of dNch/dy = 8000, enhancement
factors of about 20 are achieved for detection of ϒ states in minimum bias Pb–Pb collisions.

For the readout and data flow one needs to consider two main data streams to be handled in real time.
One stream concerns the raw data readout, while another is connected to the shipping of the information
on the tracklet candidates produced in the global tracking unit of the trigger. The details of the design
are discussed in Chapter 7.

Because the TRD uses the rather expensive xenon as the main chamber gas component in its ap-
proximately 27 m3 volume, special requirements had to be put on the design and performance of the gas
system, presented in Chapter 8. The system described there is based on a closed loop design, making use
of components standardized for all LHC detector gas systems. The main components and functionality
have been tested in a prototype gas system built for the detector test runs described in Chapter 14.

The total power necessary to run the full TRD electronics is about 68 kW (52 kW for Pb–Pb colli-



sions). This places strict requirements on the services for the TRD detector, especially concerning the
low voltage power distribution. The resulting detailed design is presented in Chapter 9.

Chapter 11 is devoted to a description of the detector performance, with main emphasis on the depen-
dence of pion rejection and tracking on the expected high multiplicity environment in Pb–Pb collisions
at LHC energy. For the relevant momenta of 1 GeV/c and larger, the tracking efficiency is above 80%
and only weakly dependent on event multiplicity. As expected, the pion rejection deteriorates with event
multiplicity. However, at 90% electron efficiency we expect a pion rejection factor of about 50, for the
highest conceivable multiplicity density of dNch/dy = 8000.

In Chapter 12 are summarized the acceptances and resolutions expected for the TRD for different
physics processes such as the measurement of open charm and beauty and of various quarkonia via their
electron decay channels.

Detector control and safety are important issues for a detector as complex as the TRD and our pro-
posed technical specifications and solutions are described in detail in Chapter 13.

All simulations described in this report are based on detailed test beam measurements performed with
TRD prototype detectors. This has led to a wealth of results summarized in Chapter 14. The test beam
results demonstrate both the required pion rejection and position resolution. Furthermore, the radiator
and chamber design are based on the experience with the prototypes.

Careful attention to mass production is an obvious issue for a detector comprising 540 radiators and
readout chambers with about 770 m2 total area. The main requirements are collected in Chapter 15.

In Chapter 16 are described the plans for implementation, installation, and access and maintenance
for the TRD detector. The planned supermodule structure as well as the decision to concentrate all
services on the side of the baby space frame (opposite to the muon arm) will facilitate installation and
access significantly.

Organizational aspects, budgets and schedules are presented in Chapter 17. The TRD group now
comprises 5 major institutions with significant experience and manpower. The overall budget of 14.8
MCHF is in line with previous estimates. We note, however, that the baseline budget for the TRD as
outlined in the ALICE MoU contains only about half of the amount needed to build the full detector.
Possible strategies are briefly discussed.
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1 Physics objectives and design considerations

1.1 The ALICE experiment

ALICE (A Large Ion Collider Experiment) [1] is an experiment at the Large Hadron Collider (LHC)
optimized for the study of heavy ion collisions, at a centre-of-mass energy per nucleon pair of 5.5 TeV.
The understanding is that in such high energy collisions of heavy nuclei a Quark-Gluon Plasma (QGP)
will be formed. The chief difference as compared to RHIC e.g. is that gluon distribution functions at
much lower values of x (x=xt=2pt/

√
s = 10−4 – 10−3) will be probed leading to a very high initial gluon

density; values of up to 4000 gluons per unit rapidity near mid-rapidity have been quoted [2]. This
is expected to lead to very fast equilibration [3] of at least the gluons on a time scale of 0.1 fm/c and
hence to a very high initial energy density and temperature of the order of 1000 GeV/fm3 and 1 GeV,
respectively. ALICE aims to study the properties of this hot QGP, its dynamical evolution, phenomena
associated with the phase transition of rehadronization and finally the evolution of the hadronic final
state until freeze-out. To achieve this goal ALICE, as the only dedicated heavy ion experiment at LHC,
is designed to measure a large set of observables over as much of phase space as achievable and thereby
covering hadronic and leptonic observables as well as photons.

The ALICE experimental set-up is shown in Colour Fig. 1. The experiment will have a central
barrel, housed in the L3 magnet, covering in pseudorapidity the range -0.9 ≤ η ≤ 0.9 with complete
azimuthal coverage. This central barrel comprises an inner tracking system of Silicon detectors (ITS), a
large time projection chamber (TPC), a transition radiation detector (TRD) – the subject of this technical
design report –, and a time-of-flight array (TOF). In addition there will be close to mid-rapidity two
single arm detectors, an array of ring-imaging Cherenkov counters (HMPID) to identify hadrons up to
high momenta and an array of crystals (PHOS) for the detection of photons. This central barrel will
be complemented [4] at pseudorapidities of 2.5 ≤ η ≤ 4.0 by a muon spectrometer with its own dipole
magnet. At more forward and backward rapidities detectors will be located to measure the multiplicity
of charged particles and the time of an interaction, both also for trigger purposes, as well as several more
specialized detectors.

1.2 Physics requirements

The chief goal of the TRD is to provide electron identification in the central barrel at momenta in excess
of 1 GeV/c where the pion rejection via energy loss measurement in the TPC is no longer sufficient. As
a consequence, the addition of the TRD [5] significantly expands the physics objectives of the ALICE
experiment [1, 4].

1.2.1 Heavy ion collisons

The TRD will provide, in conjunction with data from the TPC and ITS detectors, sufficient electron
identification capability for the following measurements:

• In the di–electron channel, the production of light and heavy vector–meson resonances as well
as the di-lepton continuum. This measurement, centered around mid-rapidity, is complementary to
the measurement of quarkonia at more forward rapidities in the di-muon channel. Also, the vertex
capabilities of the ITS will allow to distinguish and measure J/ψ mesons from B-decays. This will
not only permit distinction between primary and secondary J/ψ mesons but also lead to a direct
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measurement of the B–meson production cross section. Depending on the magnitude of thermal
radiation of the QGP and the mixed phase, a measurement of the di–electron continuum between
J/ψ and ϒ may be sensitive to this interesting probe. We aim for a pion rejection and luminosity
sampled by the trigger to achieve sensitivity at the Drell–Yan level [5].

• Via the single–electron channel and requiring a displaced vertex using the ITS information, the
semi-leptonic decays of hadrons with open charm and open beauty. This will be complementary
to the very difficult measurement of hadrons with open charm via identification of the displaced
secondary vertex in the hadronic decay channel. While interesting in its own right the measurement
of open charm and beauty is essential as a reference against which to judge effects of the QGP
concerning the yields of quarkonia.

• Via coincidences of electrons in the central barrel and muons in the forward muon arm, infor-
mation on the correlated production of hadrons with open charm and open beauty at a rapidity
interval bridging the coverage of the central barrel and the forward muon arm. This will provide
information on charm and beauty production over the rapidity range y = 0–4.

The trigger capability of the detector (see Chapter 6 below) opens another interesting and unique
possibility:

• Jets with high Et can be selected at the trigger level by requiring several (3 or more) high p t tracks
in one TRD module, where the typical coverage is ∆η ≈ ∆ϕ ≈ 0.35. With individual thresholds
around 3–5 GeV/c this trigger reaches full efficiency at a jet Et of 150 GeV just where rate
considerations make a trigger useful.

The theoretical uncertainties in predicting the multiplicity of produced hadrons are large since even
proton-proton collisions at this beam energy have not been studied and since the gluon distribution func-
tions at the relevant values of x have not been measured in nuclei. Moreover, first results at RHIC as a
function of centrality and in comparison to pp collisions have shown [6] a scaling with the number of
nucleons participating in the collision containing a linear and a quadratic term. The overall centrality
dependence is a complicated interplay between collective effects and saturation of the gluon density in
the initial and final state, making quantitative preditions for this completely new energy regime difficult.
The theoretical estimates [7] for the rapidity density of produced charged hadrons for central Pb–Pb col-
lisions range1 from 2000 to 8000. Using parton saturation and classical QCD [8] a scaling function for
multiplicity as a function of beam energy was derived recently which was used for a successful predic-
tion for the full RHIC energy (200 GeV ) based on 130 GeV data. Extrapolating this scaling all the way
up to LHC energies would yield a multiplicity density at the lower end of the predicted range (2000 or
even somewhat below). Following the general ALICE strategy to be prepared to deal with even the high-
est conceivable multiplicities, the detector is designed for an upper limit in the charged particle rapidity
density of 8000. In the parametrization used, actually the maximum rapidity density of primary charged
particles averaged over the central two units of rapidity (-1 ≤ y ≤ +1) is 8400 (called in the following
‘full multiplicity’). Decays of neutral hadrons, mostly K0

S , within 5 cm of the primary vertex increase
this number to 9300. Secondary particles generated in the detectors, frames, services, and other material
lead to about double the primary charged multiplicity in the TRD.

Identification of electrons in this high occupancy environment is clearly very challenging. In Chap-
ter 11, simulations will be shown of the performance of the TRD covering the whole range of expected
multiplicity densities.

As a benefit of the high gluon densities at the small x-values relevant at LHC, the cross sections
for charm and beauty production as well as the semi-hard jet cross sections are more than one order of
magnitude enhanced as compared to RHIC.

1Early estimates based on Glauber models gave very high values of up to dNch/dy=8000; newer calculations based on gluon
distributions or Gribov-Regge theory reduce this estimate by nearly a factor 3
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All rate estimates in this document are based on an anticipated maximum luminosity for Pb–Pb
collisions of L = 1.0 · 1027cm−2s−1 leading to a minimum bias interaction rate of 8 kHz and a rate of
0.8 kHz for central collisions with impact parameter less than 5 fm. With past and future protection
during the TPC drift time, these rates are reduced by about a factor of 4. In fact, the number of clean
events in the TPC is nearly the same at a luminosity of L = 5 ·1026cm−2s−1. The actual charged particle
multiplicity will determine whether some overlap of intercations in the TPC is acceptable.

In this luminosity range and assuming a data acquisition capability of 20 Hz for central collisions [9],
statistics for J/ψ, open charm and open beauty is not an issue as outlined in [5]. The experiment is
however statistics limited in the ϒ measurement. At a luminosity of L = 1.0 ·1027cm−2s−1 there will be
about 13600 ϒ with both decay electrons in the central barrel of the ALICE experiment in 106 s (a typical
ALICE heavy ion year). This number refers to clean events in the TPC. Of these, 5400 will be for the
10% most central collisions. Assuming a DAQ performance of 20 Hz for central collisions and another 20
Hz for minimum bias events (without triggers this saturates the anticipated DAQ capability [9]) and 90%
electron identification efficiency (the specification for the TRD), 110 and 440 ϒ decays to electron pairs
in the ALICE central barrel will be collected per ALICE heavy ion year for minimum bias and central
collisions, respectively. These numbers do not yet include the tracking efficiency and are therefore upper
limits. This demonstrates the need for a trigger. Without it there would be a marginal measurement of
the ϒ yield in central collisions and clearly not enough statistics to measure the centrality dependence,
yields for the ϒ substates (1S, 2S,...), or the spectral distributions. For a more detailed discussion and
numbers including tracking efficiency for various scenarios, see Section 6.5.

• Need for Trigger: the ϒ measurement and in particular its centrality dependence make it essential
to sample the full minimum bias rate of Pb–Pb collisions of up to 4 kHz (past-protected events in
TPC). The TRD is designed to provide this trigger capability. For the ϒ measurement this would
be a trigger on electron pairs with each electron typically having a transverse momentum above 3
GeV/c . This decision will be available on a time scale of 6 µs after the collision.

Without this trigger capability a measurement of the thermal continuum is not conceivable if it is
near the Drell–Yan level. Having this trigger capability, it can also be applied to jet physics. This will be
the subject of the Physics Performance Report of ALICE and here only the ideas are sketched. Requiring
several (3–5) high pt particles in a jet cone of a certain size a jet candidate can be identified. This would
be effective for jet transverse energies larger then 150 GeV (see above). Then one could require two such
candidates back to back, or one candidate opposite to PHOS could be combined with a high momentum
photon, or two close high momentum electrons (photon jet) could be combined with an opposite jet
candidate.

Another advantage this trigger provides is to identify the region of interest for the high momentum
electron. This means, one could read out only the TPC sectors to which the electron candidates of the
TRD point. The event size for central collisions could be reduced then to typically 3–4 out of 2×18
sectors i.e. about to 1/10 of the full size, thus relaxing the 20 Hz limitation for the acquisition of central
collision events. In addition, combination of the TRD trigger with the planned high level trigger (HLT)
will lead to significant improvements in the trigger efficiency and selectivity.

1.2.2 Proton proton collisons

The TRD will also contribute significantly to the ALICE proton-proton physics program. Proton-proton
(pp) collisions are an integral part of the ALICE running scenario, both to collect data needed as compar-
ison for results from heavy ion collisions and to address topics of genuine interest in elementary hadron
interactions. The detailed physics arguments for including ALICE in the LHC pp running scenario are
summarized in [10].

ALICE, which is designed to cover the low to medium pt range (between 100 MeV/c and 20 GeV/c ),
is uniquely suited for these tasks. In addition to the physics topics which are discussed in the previous
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subsection and which were the original motivation for the TRD, applicable both to heavy ion and pp
running, we foresee the following items specific to pp running:

• Charm and Beauty physics: We expect to measure transverse momentum spectra of D and B
mesons down to very low pt (essentially below 100 MeV/c ). The knowledge of spectra at low val-
ues of pt is of large interest for the extraction of the total c and b cross sections. Today’s extraction
of c and b total cross sections relies on large extrapolations towards low p t because of relatively
high pt cut-off values in the acceptance. In addition, these cross sections are theoretically not well
reproduced by present perturbative QCD calculations. Neither the Fermilab Tevatron experiments
nor the dedicated pp LHC experiments will cover the low pt regions for D and B mesons. Low
pt J/ψ and ϒ measurements are also important since the present theoretical understanding of the
production cross section is not entirely on safe ground. There are no low p t measurements in pp
and pp collisions nor will there be any in the foreseeable future.

• Topological trigger function for the HMPID: The behaviour of the particle composition in pp
collisions as a function of pt and multiplicity is of large interest. The HMPID which is dedicated
to extend the PID to momenta of 3.5 GeV/c for kaons and 5 GeV/c for protons covers only a
small part of the central barrel acceptance. Therefore, it is important to be able to use the TRD to
trigger on high momentum tracks pointing towards the HMPID. Otherwise the HMPID, due to the
low track multiplicity, would be empty most of the time during pp running.

• Measuring Jets in pp running: The segmentation of the TRD modules allows to trigger on jets
(monojets, dijets) as sketched above for heavy ion operation; in pp collisions the trigger on jets
might be useful at much lower jet energies. In this context a topological trigger pointing toward
PHOS could be useful. A trigger on the hard tracks of the charged particles pointing to PHOS could
yield more detailed information about the total energy of the jet and the fragmentation functions,
not achievable with charged particles only.

1.3 TRD design considerations

The physics requirements outlined in the previous section have driven the following design considera-
tions:

- The pion rejection capability required is driven mostly by the J/ψ measurement and its p t depen-
dence. As outlined in the Addendum to the ALICE proposal [5] a factor 100 in pion rejection for
electron transverse momenta above 3 GeV/c is the goal. While the requirement for the ϒ is less
stringent, the light vector mesons ρ,ω,φ as well as the di–electron continuum between the J/ψ and
the ϒ are only accessible with this performance.

- The required momentum resolution is primarily driven by the matching to the TPC. The mo-
mentum resolution requirements for the central barrel are fulfilled by combining TPC and ITS
reaching e.g. a mass resolution of 100 MeV/c2 at the ϒ for B = 0.4 T (see Chapter 12) and the
function the TRD needs to fulfill is to add the electron identification. This goal can be reached
by having a pointing capability from the TRD to the TPC with an accuracy of a fraction of a TPC
pad. The TRD will provide a momentum resolution of 5% at 5 GeV (see Chapter 11) leading to
a pointing accuracy of 30% of the padwidth allowing unambiguous matching with exception of
very close hits. At the trigger level good momentum resolution leads to a sharper threshold and a
smaller probability of fake tracks but no strict requirement can be derived from this.

- The thickness of the TRD in radiation lengths has to be kept to a minimum. Any unnecessary
material provides additional background dominantly due to photon conversion and increases the
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pixel occupancy. Also, electron energy loss due to bremsstrahlung removes electrons from the
sample useful for reconstruction of resonances.

- The granularity of the TRD, i.e. of the cathode pads in the readout chambers, is driven in bend
direction by the required momentum resolution (see before) and along beam direction by the re-
quired capability to identify (see above) and track electrons efficiently at the highest envisioned
multiplicity. To not affect the reconstructed pair signal drastically we designed the detector to
achieve 80% tracking efficiency (single track) for this case driving the design to pads of about
6 cm2 .

- Occupancy: This maximum assumed charged particle multiplicity density of 8000 leads in the
TRD to a readout pixel occupancy in central collisions of about 34% (including secondary parti-
cles) for the pad size given above. The detector is designed to function at this occupancy.

1.4 General description of the TRD

The physics requirements and design considerations listed above have led to the present design of the
TRD. Central aspects of the design are summarized in the text below and detailed in the following
chapters. For a quick overview there is also a synopsis in Table 1.1. For the overall description of the
TRD in the ALICE experiment we use cylindrical coordinates with the origin at the intersection of the
beams and with the positive z-axis pointing towards the muon arm. The angle ϕ is then also the deflection
angle in the magnetic field. Since the TRD chambers are flat and not on a cylindrical surface it is often
more convenient, when discussing processes and resolutions inside a given chamber, to use cartesian
coordinates. In this case we keep the same z-axis, y is the direction of the wires and of the deflection in
the magnetic field, x is the direction of electron drift.

The coverage in pseudorapidity matches the coverage of the other central detectors (| η |≤ 0.9). In
radius the TRD fills the space between the TPC and the TOF detectors. As shown below, for quality of
electron identification the TRD consists of 6 individual layers. Following the segmentation in azimuthal
angle ϕ of the TPC there are 18 sectors. For practical considerations there is a 5-fold segmentation along
the beam direction (z). The 5 detector modules have similar but not identical length in z to match the areas
in between modules with more material (in particular in the space frame) with boundaries of detectors
at larger radii in a projective geometry. The dimensions of the active area of each detector module are
given in Table 2.2. In total there are 18×5×6 = 540 detector modules.

Each module consists of a radiator of 4.8 cm thickness, a multiwire proportional readout chamber,
and the front-end electronics for this chamber. The signal induced on the cathode pads is read out. Each
chamber has 144 pads in direction of the amplification wires (rϕ) and between 12 and 16 pad rows in z
direction. The pads have a typical area of 6–7 cm2 and cover a total active area of about 736 m2 with
1.16 · 106 readout channels.

The gas mixture in the readout chambers is Xe/CO2 in a ratio of 85/15. Each readout chamber
consists of a drift region of 3.0 cm separated by cathode wires from an amplification region of 0.7 cm.
The drift time for the drift region is 2.0 µs requiring a drift velocity of 1.5 cm/µs. The nominal drift
velocity will be reached with an electric field of 0.7 kV/cm. In this gas mixture a minumum ionizing
particle liberates 275 electrons per cm. The gas gain will be of order 5 · 103. The induced signal at
the cathode pad plane will be sampled in 15 time intervals spaced 2 mm or 133 ns over the drift region.
Diffusion is negligible (see Table 1.1), and at the nominal magnetic field of 0.4 T the Lorentz angle is 8◦.

At full multiplicity the pixel occupancy will be 34%. As shown in Chapter 11 a space point resolution
in bend direction of 400 µm can be achieved for low multiplicity at pt = 1 GeV/c . For full multiplicity
this is degraded to 600 µm with some unfolding. The momentum resolution of the TRD in stand-alone
mode is determined by a constant term of 2.5% and a linear term of 0.5% per GeV/c . The linear term is
degraded to 0.8% for full multiplicity.
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Table 1.1: Synopsis of TRD parameters.

Pseudorapidity coverage −0.9 < η < 0.9
Azimuthal coverage 2π
Radial position 2.9 < r < 3.7 m
Length maximal 7.0 m
Segmentation in ϕ 18–fold
Segmentation in radius 6 layers
Segmentation in z 5–fold
Total number of modules 540

Largest module 120×159 cm2

Detector active area 736 m2

Detector thickness radially X/X0 = 14.3%
Radiator fibres/foam sandwich, 4.8 cm per layer

Module segmentation in ϕ 144
Module segmentation in z 12–16
Typical pad geometry 0.725×8.75 = 6.34 cm2

Time samples in r (drift) 15
Number of readout channels 1.16 ·106

Number of readout pixels 1.74 ·107

Detector gas Xe,CO2 (15%)
Gas volume 27.2 m3

Depth of drift region 3 cm
Depth of amplificaton region 0.7 cm
Nominal magnetic field 0.4 T
Drift field 0.7 kV/cm
Drift velocity 1.5 cm/µs
Diffusion, longitudinal DL = 250 µm/

√
cm

Diffusion, transversal DT = 180 µm/
√

cm
Lorentz angle 8◦

Occupancy (for full multiplicity) 34%
Typical space point resolution at 1 GeV/c

in rϕ 400(600) µm for low (high) multiplicity
in z 2.3 cm (without tilt)

Momentum resolution δp/p = 2.5%
⊕

0.5%(0.8%)p for low (high) multiplicity
Pion suppression at 90% electron efficiency better than 100
and pt ≥ 3 GeV/c
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2 Design objectives and mechanical structure

2.1 General considerations

The TRD will identify electrons with high efficiency. At the same time it will provide a trigger signal
for electrons with large transverse momentum pt at Level 1. In order to fulfill both of these tasks a
careful optimization of the thickness of the detector is required. A certain minimum thickness of the
radiator is required for the efficient identification of electrons. While the total thickness in radiation
length has to be kept as small as possible (for details refer to Chapter 10) to minimize small angle
scattering, bremsstrahlung, and showering, it still needs to provide mechanical stiffness for the proper
operation of the readout chamber. One of the major aims of the detector is the measurement of pairs of
high pt leptons. Therefore it is crucial to minimize dead areas between the individual detector units.

As outlined in Chapter 1 the detector will be comprised of 540 detector modules arranged in 18
supermodules. Each of the supermodules will contain six layers of detectors subdivided into 5 sections
in z-direction. Each of the 18 supermodules will be a unit of installation and will be supplied as a whole
with the services as described below.

The TRD is the detector with the largest number of readout channels in the ALICE setup. Given also
the large number of individual detector units major design considerations need to focus on simplicity and
cost effectiveness.

2.2 Mechanical structure

2.2.1 Space frame

The space frame is the main support structure for almost all detectors of the central arm of ALICE. The
current version of the space frame is depicted in Fig. 2.1. Its location and installation within ALICE is
described in Chapter 16. The TRD will be mounted inside the space frame just outside the inner opening.
The inner opening accommodates the TPC and the ITS. Still inside the space frame structure, immedi-
ately following the TRD, TOF modules will be inserted and special provisions are made to support the
HMPID and PHOS.

For this version of the space frame a detailed list of all the weights that need to be supported has
been compiled [1]. The total mass that needs to be supported by the space frame amounts to 75 t. In this
total the TRD is included with about 21 t. The weight for the TRD was based on the following estimate:
the weight per m2 of detector area is about 15 kg, where pad/-readout plane with its support, the radiator
with its support, and electronics and services are contributing approximately 5 kg/m2 each. The services
for low voltage, high voltage, and cooling running inside the supermodule are included in this number.
The weight of the supermodule support frame, the heat shield, and the rails contribute another 10 kg/m2

(with a contingency of about 25% for the weight of the support). The revised weights of all detectors led
to a redesign of the space frame using stainless steel profiles instead of aluminum with increased cross
sections listed in Table 2.1 below [1].

Finite element calculations were performed using ANSYS R© 5.6.2 [1]. Maximum relative displace-
ments of the final positions of the detectors were calculated. Under the load of the detectors the space
frame assumes a slightly elliptical shape. This leads to a maximum displacement of the TRD support
points of 1.0 mm in horizontal and 2.0 mm in vertical direction.

One of the main conclusions drawn in [1] was that the supermodules need to be mounted with space
for adjustment of the order of 3 mm. In that case none of the load due to deformation of the space frame
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Figure 2.1: Axonometric view of the ALICE spaceframe.

Table 2.1: Dimensions of the space frame elements used in the simulations.
external frame beams 100×175×3.5 mm3

supporting rods 200×175×4.0 mm3

web rods 60×40×4.0 mm3

internal frame front/rear rings 40×135×6.0 mm3

inner rings 40×100×6.0 mm3

longitudinal beams 60×60×3.0 mm3

TPC beams with rails 75×100×6.0 mm3

would be transferred onto the supermodules themselves.

As the central detectors of ALICE evolve the design of the space frame may need to be reconsidered.
The figures quoted here reflect the conditions implemented in the simulation framework AliRoot at the
time when this document was prepared. As described in Chapter 16 the deformations have only recently
been rechecked with the aforementioned total load on the space frame of 75 t.
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Figure 2.2: Cross-sectional view (cut through the xz-plane) of the space frame supporting the central detectors
of ALICE. The angles on top of the figure indicate the shadows cast by the individual detector frames.

2.2.2 TRD in the space frame

In Fig. 2.2 a cut through the space frame with the TRD in xz plane is shown. Inside the supermodules the
six layers of detectors are shown. In the layout chamber boundaries were aligned with the cross bars of

Table 2.2: Dimensions of the individual TRD modules. RRa: Radial distance from the interaction point at the
front face of the radiator. L2: overall length of the center module. L1,3: overall length of the modules left and
right of the center module. L0,4: overall length of the outer modules. Ltot : overall length of layer. LF : total length
of frames in z-direction (length of the active area of each module is Li-LF /5 (i = 0...4)). Wtot : overall width of a
module in one layer. WF : width of lateral profiles (width of active area of each module is Wtot -WF ). Atot : total
area covered by detectors. Aact : total active area.

plane RRa L2 L1,3 L0,4 Ltot LF Wtot [mm] WF [mm] Atot [m2] Aact [m2]

1 2945 1100 1235 1235 6040 150 956 20 5.77 5.51
2 3071 1100 1310 1310 6340 150 1001 20 6.35 6.07
3 3197 1100 1385 1345 6560 150 1045 20 6.85 6.57
4 3323 1100 1460 1420 6860 150 1089 20 7.47 7.17
5 3449 1100 1530 1420 7000 150 1134 20 7.93 7.63
6 3575 1100 1605 1345 7000 150 1178 20 8.23 7.93

total 766.8 735.8
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Figure 2.3: View of the TRD detectors cut in ϕ-direction

the space frame and detector boundaries of subsequent detectors (eg. HMPID). This was done in order
to minimize shadowing and dead areas.

A front view of one sector of detector is shown in Fig. 2.3 including the supermodule casing and the
rails that facilitate the installation of the supermodule as one piece.

2.2.3 TRD supermodule

Fig. 2.4 shows a drawing of the supermodule container for one sector. Every supermodule contains 6
layers of 5 detectors each. The layers are aligned with respect to one side of the supermodule. On this
side the travelers that go on the rails inside the space frame are fixed with high precision. The travelers
on the other side allow for adjustment to compensate the above mentioned deformations of the space
frame under full load.

Dimensions of the individual chambers inside the supermodule are listed in Table 2.2.

Each supermodule is a unit of installation. It will be a closed volume with only connections for
services to the outside. The side panels will be thin panels of aluminum supporting the low voltage bus
bars and cooling pipes. The front face toward the inside of the detector will be a thin heat shield ensuring
constant operating conditions for the TPC field cage on the inside, where a temperature stability of
±0.1 K has to be achieved. The outside face of the supermodule will be covered by a foil to minimize
heat dissipation into the magnet volume.
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Figure 2.4: Axonometric view of the supermodule support structure with side panels.

2.2.4 TRD readout chamber

The individual TRD readout chambers are described in detail in Chapter 4 along with a description of
the boundary conditions that led to the design depicted in Fig. 4.6. A TRD readout chamber consists
of 48 mm of a composite radiator made of Rohacell R© and polyethylene fibers (for a description see
Chapter 3) followed by the drift electrode, a drift region of 30 mm filled with Xe,CO2 (15%) and 2 wire
planes in the 7 mm amplification region. All components are mounted on the side frames of the readout
chamber. The readout chamber is closed on top with a printed circuit board that contains the cathode
pads. The backing of this printed circuit board is made of carbon fiber reinforced Rohacell R©. On top of
this the readout board for the electronics is mounted with all layers for power, ground, and the lines for
the digital readout. The cooling is directly attached to the readout boards.

2.3 Support for services

All services (low voltage, high voltage, cooling, gas, readout and control lines) for the TRD will be
supported by the so-called ”baby” space frame. Currently it is foreseen that this structure is very similar
to the space frame itself, but detached from it. In this way the additional load due to the services will
not contribute to the deformation of the space frame where position accuracy is needed. The ”baby”
space frame will be equipped with guiding rails on the side of the magnet door for installation of the
supermodules. A somewhat simpler structure will be installed on the side where the magnet stays closed.
The largest single contributor in terms of weight of the services of the TRD will be the low voltage
cables. If all necessary supply voltages are provided from the outside without DC-to-DC converters, the
weight of the bare copper conductor that runs inside the magnet will be approximately 7.2 t. For further
details refer to Chapter 9.
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2.4 Tolerances and alignment

Several aspects need to be considered for the definition of tolerances of the various components of the
TRD

• tolerances affecting the performance of individual TRD readout chambers,

• mechanical alignment tolerances of the readout chambers within a supermodule affecting track
matching within one sector,

• mechanical alignment tolerances of the supermodules within the space frame affecting the global
track matching with other detectors in the central part of ALICE.

2.4.1 Tolerances for the TRD readout chambers

To ensure good alignment of the modules inside the supermodule all reference points for support of the
readout chambers are designed to have a precision of better than 0.1 mm. This is at the same time also
the relative position error of each pad with respect to the outer alignment face of the detector. For the pad
plane this implies that the position of the alignment marks relative to the pads needs to have an accuracy
of better than 0.05 mm. Before final assembly of the readout chamber the positions of these alignment
marks will be measured with respect to the alignment surface, which will be the side of the chamber,
where the traveler of the supermodule is fixed.

For gain uniformity it is necessary to prevent the pad plane from bending due to its own weight and
the dynamical overpressure from the gas flow. For the nominal distance of 3.5 mm between anode wire
plane and pad plane the maximum allowed deviation is 150 µm. Owing to the large number of wires
crossing each pad, the wire placement in z-direction is not critical.

In order to ensure a uniform drift velocity across the whole readout chamber the flatness of the drift
electrode needs to be better than 1 mm.

2.4.2 Alignment of readout chambers within a supermodule

One side of the supermodule, that where the traveler is fixed, will serve as reference surface for internal
alignment of the readout chambers within the supermodule. During final assembly this side will be
placed against an external reference surface from which measurements with respect to alignment marks
on the top of the readout chambers will be made. The relative position of the reference marks themselves
with respect to the individual pads will be precisely measured beforehand.

2.4.3 Alignment of supermodules within the space frame

Once the supermodules are installed in the space frame, they will be surveyed photogrammetrically from
both sides of the space frame using external alignment marks on the supermodule. Its position will be
measured precisely beforehand with respect to the reference surface and the fixed traveler.
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3 Radiators

3.1 General considerations and requirements

Transition radiation (TR) is produced when a highly relativistic charged particle traverses the boundary
between two media of different dielectric constants [1]. As the average energy of the emitted TR photon
is approximately proportional to the Lorentz factor γ of the particle (for γ around a few thousand), this
provides an excellent way for discriminating between electrons and pions for momenta of a few GeV/c
and higher. However, the probability of photon emission from a single boundary is very small, so that
a large number of boundaries have to be combined to obtain a reasonable efficiency. Commonly used
are stacks of a few hundred polypropylene foils which have a regular periodic structure and which in
earlier tests have been shown to be the most efficient radiators available [2, 3]. For a general review
about transition radiation detectors see [4].

In the environment of the complete ALICE detector the radiator of the TRD, besides providing a high
efficiency for transition radiation, has to fulfill geometrical and mechanical constraints. The detector
consists of 6 identical layers each of which has full azimuthal coverage. Within these cylinders there
has to be as little dead material as possible to avoid acceptance losses. Furthermore the total amount of
material shadowing other detectors has to be minimized. Strong metal frames which would be required
to mount hundreds of foils are therefore not adequate. Even then, for the size of the radiators foreseen,
and taking into account the collider geometry, it would not be possible to maintain a uniform separation
of the foils. Already these circumstances exclude the use of foil radiators. In addition, a foil based design
would lead to an unacceptable complexity in the construction of the 540 radiators.

The radiator itself is intended to support the front window of the readout chambers which serves
simultaneously as the drift electrode. The radiator has to guarantee that a maximum allowed deviation
from a flat surface of the window is not exceeded. Slight but non negligible overpressure in the chambers
due to gravity and flow of the Xe,CO2 gas mixture leads to a bending of the window. This bending
would lead to non uniform drift times in the chambers due to distortions in the drift field configuration
and drift length. Also the radiator should add as much as possible to the total mechanical stability of the
chambers.

Two other types of radiator materials have therefore been investigated:

• fibres layered in predominantly two-dimensional mats

• foams with more or less random internal structure.

The fibre mats can be regarded as approximations to foil stacks, as the fibre thickness provides a well
defined spatial separation between two consecutive boundaries and a reasonably large fraction of the
boundaries is approximately perpendicular to the measured particles, while foams with their irregular
structure have both random orientation of the boundaries and variable size spatial gaps between them. It
is therefore not surprising that the TR response of fibre radiators is comparable to foils and that foams
are slightly less efficient. However, the mechanical properties of foams are far superior to those of fibre
mats (see Chapter 14).

Since interactions like multiple scattering, conversion and bremsstrahlung in the used material affect
the performance of the TRD itself and of the other ALICE subdetectors positioned behind it, the overall
material budget is limited. This sets another restriction to the choice of materials.

The requirements on the TRD radiator can be summarized as follows:

• It has to generate transition radiation with sufficient efficiency while not exceeding the foreseen
thickness of 4.8 cm .
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• It should provide support to the entrance window and constrain it deflection caused by the gas
pressure to below 1 mm .

• The 6 layers of radiator as the most important single contributor should bring the total amount of
material of the TRD not significantly above 15% of a radiation length (see Chapter 10).

3.2 Radiator design

Various radiator materials and types (foils, foams and fibres) were tested during extensive test measure-
ments at GSI darmstadt (see Chapter 14). From this experience, in conjunction with the requirements
explained above, the following radiator design was chosen. We plan to use a sandwich construction of
foam and fibres providing the optimal combination of TR efficiency and mechanical stability.

Rohacell' HF71
(glass fibre-enforced )

17 µm fibre

Rohacell' HF71

Glass fibre laminate

Figure 3.1: The principial design of the TRD sandwich radiator.

Fig. 3.1 shows the principial design of the radiator sandwich. The supporting structure is made out
of Rohacell HF71 foam [5]. This material is a PMI (polymethacrylimide) foam with low density and
high mechanical and chemical stability. In addition to the supporting function the foam has also a quite
good transition radiation production rate (see Chapter 14). The upper and lower covers are made out
of Rohacell plates with a thickness of 8 mm reinforced by glass fibre sheets. The glass fibre sheets
laminated onto the surface have a thickness of 0.1 mm . The inner side of the radiator will be covered by
a 25 µm aluminized Mylar foil which forms the entrance window and the drift electrode of the readout
chamber.

The upper and lower covers of the sandwich are connected by a grid-like structure also made out of
8 mm Rohacell. The cell sizes will be adjusted to the dimensions of each radiator. The inner volume of
the sandwich cells is filled with polypropylene fibres [6] which serve as the main radiator material (later
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on called fibres17). Tests have shown that the fibres are comparable in performance to foil radiators
(see Chapter 14). Scanning electron microscope pictures of both materials are shown in Fig. 3.2. The
properties of the used materials are given in Table 3.1.

Figure 3.2: Scanning electron microscope images of the used radiator materials. Left panel: Rohacell HF71
foam; right panel: fibres mat.

Table 3.1: The properties of the compared radiators and their materials. The label S-HF71 denotes the HF71/fibre
sandwich construction.

radiator material density elastic radiation thickness
modulus length X0 absolute X/X0

[g/cm 3] [MPa] [g/cm 2] [cm ] [∗10−3]

HF71 Rohacell HF71 0.075 92 40.6 4.8 8.88

fibres17 Polypropylene 0.074 - 44.6 4.0 6.75

Rohacell HF71 0.075 92 40.6 2∗0.8 2.96
S-HF71 Polypropylene 0.074 - 44.6 3.0 5.30

sandwich
sum of materials - - - 4.8 8.26

S-HF71 Glass fibre coating 1.7 > 103 33.0 2∗0.01 1.03
with reinforcement sum of materials - - - 4.8 9.29

A prototype of a radiator sandwich which covers the largest readout chamber was constructed us-
ing Rohacell foam without reinforcement. Its mechanical properties have been measured. Assuming a
maximum overpressure of 1 mbar the measured deviation from a flat surface was 3.25 mm . The mea-
surements were done with a uniform areal overpressure simulated by adding water on top of the surface
of the horizontally oriented radiator. In addition tests were made with a reinforced radiator model of the
dimensions 120×20 cm2, which corresponds to the full size radiator only in the smaller dimension. The
model was supported at the short edges and the deflection measured under load. These tests can be seen
as conservative with respect to the full size radiator as the latter would have additional support at the
other sides. A reinforcement with carbon fibre rods with a diameter of 2 mm on both sides reduced the
deflection below 0.9 mm . In this test setup the reinforcement is approximately equivalent to a carbon
fibre laminate of 30 µm thickness on both sides of the radiator sandwich. A photograph of the reinforced
radiator model during the tests is shown in Fig. 3.3.

Calculations show that a reinforcement with 100 µm glass fibre on both sides of the sandwich also
leads to a deformation of below 0.9 mm for an overpressure of 1 mbar, which meets the requirements.
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Figure 3.3: The bending test of the reinforced radiator model. One can see the radiator model (white) and the
carbon fibre rod (black) glued to it. The overpressure is simulated by weights (in this case screws) distributed over
the whole length of the model. The deflection is measured by the dial gauge positioned at the center of the model.

3.3 Radiator performance

The transition radiation yield of the sandwich as discussed above and indicated in Fig. 3.1 was measured
and compared with similar measurements of the individual materials used in this design. This was done
during several test beamtimes at GSI. A mixed beam of electrons and pions was used. For a detailed
description of the setup and the measurements refer to Chapter 14.

In the left plot of Fig. 3.4 one can see a typical spectrum of average pulse height vs. drift time for
electrons of 1 GeV/c momentum. The signal was measured with an 8-bit flash-ADC system in 60 time
bins of 50 ns each. The distribution shows a peak at early times, originating from the amplification
region (see Chapter 14). Without transition radiation one would expect a plateau at later times, caused
by the energy loss of particles in the drift region. The transition radiation signal sits on top of this plateau
and causes a rise of the average signal. This rise is most prominent at later times (around 2.1 µs in this
configuration, corresponding to the entrance of the readout chamber) where it builds a second peak in
the distribution.

To allow a qualitative comparison of the radiators, the ratio of electron and pion signals are plotted
in the right part of Fig. 3.4 as a function of the depth of the chamber, expressed in drift zone number
(0 is the amplification region and 4 corresponds to the entrance of the detector). Here the sandwich
radiator S-HF71 is compared with the pure materials HF71 and fibres17 for the momentum of 1 GeV/c.
Without the contribution of TR one expects a flat distribution at about 1.45 (shaded area in the right
panel of Fig. 3.4). At later times (large drift zone number) one can clearly see the effect of the TR, which
causes a strong rise of the ratio (about 25 %). This rise is equally pronounced for all three radiators. In
this measurement the absolute thickness of the radiator fibres17 was smaller than that of the two others
(40 mm instead of 48 mm ). Therefore the electron to pion ratio of this radiator is slightly below the one
of the sandwich radiator S-HF71 at later drift times.

Whereas the ratio of the average signals for electrons and pions is useful for a comparison of different
radiator types, for the final estimate of the performance of the detector it is more appropriate to look at
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the pion rejection performance. In Fig. 3.5 the pion rejection efficiency is plotted as a function of electron
efficiency extrapolated to a stack of 6 TRD modules. For this analysis a likelihood method was used,
based on the energy deposited in the drift region (L-Q, see section 14.3.5). The proposed radiator meets
the design criteria of a pion rejection of 10−2 with an electron efficiency of 90% already at a particle
momentum of 1 GeV/c.
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4 Readout chambers

The ALICE TRD detector is subdivided into 540 individual detector modules, as described in Chap-
ters 1 and 2. Their task is to identify electrons by their larger energy deposition due to transition radiation
and their larger specific energy loss, combined with charged particle tracking capability [1]. Each of these
detector modules is a full TR detector in itself, containing a radiator and a readout chamber. The readout
chamber contains a conversion and drift gas volume and a conventional wire amplification region with
cathode pad readout. While the TRD readout chambers are not very demanding in terms of resolution
and operational conditions, the size and number is considerable. In addition, a low mass design of the
readout chambers is mandatory to reduce the load of background to subsequent TRD modules and other
ALICE detectors. Therefore, apart from the required performance in terms of electron ID and posi-
tion resolution, emphasis was put on mechanical reliability at minimal radiation length, combined with
technical simplicity.

In the following, we describe the concept for the readout chambers and demonstrate how the technical
solution is adapted to the requirements.

4.1 Choice of gas

The baseline gas mixture for the ALICE TRD is 85% Xe and 15% CO2. The need of a high X-ray
photoabsorption probability rules out any of the lower mass noble gases as major component, as demon-
strated in Fig. 4.1. For a typical TR photon energy of 10 keV, the absorption length in Xenon is 1 cm.

10
-1

1

10

10 2

10 3

10 4

1 10 10
2

Photon energy (keV)

A
bs

or
pt

io
n 

le
ng

th
 (

m
m

)

Ar

Kr

Xe

Figure 4.1: X-ray absorption length in different noble gases.

The use of CO2 as quencher is attractive because it is nonflammable, in contrast to many organic
gases. In addition, organic molecules contain hydrogen, which causes additional background from en-
ergetic knock-on protons. Since the field of the L3 magnet is perpendicular to the electric drift field of
the readout chambers, also ~E×~B-effects have to be considered. With respect to this, the use of a ‘cool’
component, such as CO2, turns out to be advantageous.
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4.1.1 Drift velocity and diffusion

We have chosen a drift velocity of 1.5 cm/µs, resulting in a total drift time of 2 µs over the maximum drift
distance of 3 cm. Figure 4.2 (left) shows GARFIELD/MAGBOLTZ [2,3] calculations of the drift velocity
for different gas mixtures as function of the electric drift field. The drift field required in Xe,CO2 (15%) is
700 V/cm, fixing the potential on the drift electrode to -2.1 kV. These calculations are consistent with
our prototype measurements (see Chapter 14).

At this drift voltage, the longitudinal and transverse diffusion coefficients are DL = 250 µm/
√

cm and
DT = 180 µm/

√
cm (Fig. 4.2, right panel). Due to the short drift distance of 3 cm, the maximum spread

of an initially point-like charge cloud is 300-500 µm only. Therefore, the impact of diffusion on pulse
shape and position resolution is negligible. It should be noted that we found no significant dependence
of the drift velocity and the diffusion coefficients on the magnetic field up to B=0.6 T.
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Figure 4.2: GARFIELD/MAGBOLTZ calculations of the drift velocity (left) and diffusion coefficients (right) as
function of the electric drift field.

4.1.2 Lorentz angle

The ALICE TRD is operated inside the field of the L3 magnet (Bmax=0.5 T) which is perpendicular to
the electric drift field. This forces the drifting electrons on a trajectory which is inclined with respect to
the electric field (see Fig. 4.3).
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The so-called Lorentz angle ψL between ~vD and ~E depends on the strength of ~E and ~B and the gas
properties. It can be expressed by:

tanψL = ωτ. (4.1)

The cyclotron frequency ω depends on B while τ is the mean time interval between two collisions of
the electron in the gas, connected with the electron mobility µ:

ω = e/m ·B, (4.2)

µ = e/m · τ. (4.3)

Given a precise knowledge of ~E and ~B, the displacement of the arriving electron with respect to its
creation point is well determined and can be corrected for. However, the Lorentz angle leads on average
to a deterioration of the position resolution because it enhances correlations between adjacent time bins,
originating from Landau fluctuations and the finite width of the single electron response function in time
direction (see Section 4.5). A minimization of the Lorentz angle is therefore desirable.
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The Lorentz angle as function of the drift field for different magnetic field strengths is shown
in Fig. 4.4. At nominal operating conditions (E=700 V/cm, B=0.4 T), the Lorentz angle is 8◦ in
Xe,CO2 (15%) . Clearly, the Lorentz angle could be decreased by reducing E . On the other hand,
the resulting lower drift velocity would lead to a limitation of the trigger performance (see Chapter 6).
Also the addition of more CO2 looks attractive. This would, however, tighten the requirements on the
gas purity, as outlined below (see also Chapter 8).

4.1.3 Electron attachment

On their way to the amplification region, drifting electrons can be absorbed by electronegative impurities,
mainly O2. The signal loss due to this electron attachment for a given total pressure p and O2 partial
pressure p(O2) follows an exponential behaviour, depending on the drift time tdrift:

N(tdrift) = N(0) · exp(−p · p(O2) ·Catt · tdrift). (4.4)
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The attachment coefficient Catt depends on the gas mixture. It turns out to be particularly large for
gas mixtures containing CO2 because of its large number of low-lying excitation levels. In Fig. 4.5 the
attachment coefficient is shown as function of the electric drift field for different Ar mixtures and for
Xe,CO2 (15%) . Similar results have been obtained for Ne mixtures containing CO2 [4, 5]. A measure-
ment of the signal attenuation at different oxygen contamination levels in Xe,CO2 (15%) was performed
with the TRD prototype (see Chapter 14). The resulting attachment coefficient Catt=400 atm−2µs−1 leads
to a signal attenuation of less than 10% after the maximum drift time of 2 µs, for an O2 contamination of
100 ppm.
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4.2 Mechanical structure

Figure 4.6 shows a cross section through a TRD detector module. The walls of the drift box are made
of fibreglass-epoxy and reinforced by aluminium profiles. The drift voltage (-2.1 kV) is applied to an
aluminium-coated 50 µm mylar foil which is glued on the radiator unit (see Chapter 3). The radiator
unit itself is glued into the drift box and adds mechanical stability to the detector module. It provides
gas tightness of the drift volume and keeps the deformation of the drift electrode within the specification
(<1 mm at an overpressure of 1 mbar).

The drift field is terminated by a plane of cathode wires which is attached to the upper rim of the drift
box. It is followed by a plane of anode wires, providing the necessary gas amplification. In this scheme,
the wire tension is transferred to the drift box, causing no mechanical stress on the readout plane.

To avoid drift field distortions at the edges of the readout chamber, potential strips are running along
the inner wall of the drift box. The strip pattern is etched into a printed circuit board (Fig. 4.7). The
potential of each of the strips has been chosen to minimize field distortions. The appropriate voltage to
the potential strips is supplied by a voltage divider resistor chain (Fig. 4.7). The value of the last resistor
in the chain has been tuned to optimize the electrostatic matching between drift region and amplification
region (see Section 4.6).



4.2 Mechanical structure 23

Figure 4.6: Cross section through a TRD detector module.
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Figure 4.7: Potential strip PCB and voltage divider chain.

The current of the backdrifting positive ions (≈ 0.5 µA per readout chamber, see Section 4.6) could
potentially cause a modification of the voltage settings on the potential strips and the drift electrode. The
total resistance of 5.85 MΩ from drift electrode to ground potential leads to a chain current of 360 µA at
a drift voltage of -2.1 kV. This is sufficiently large to avoid significant ion-induced changes of the drift
voltage settings. The power dissipation in the resistor chain is negligible (≈ 1 W).

The readout plane is a composite structure containing the pad plane, a layer of carbon fibre reinforced
Rohacell R© foam and the Multi Chip Module (MCM) motherboards which carry the front-end part of



24 4 Readout chambers

the readout electronics (Fig. 4.8). The pad plane is made up of three individual printed circuit boards
(2 layers, 0.25 mm), carrying the readout pad pattern at the inside of the detector. Charge signals induced
on the pads are passed via plated-through connections to the back side of the pad plane. Flexible cables
are soldered to the back side of the pad plane and transmit the analog signals to the MCMs which are
mounted on the MCM motherboards (4 layers, 0.4 mm). These motherboards carry a ground plane,
voltage and clock distributions and the digital signals.

The mechanical rigidity of the readout plane against gravitational forces and pressure gradients is
provided by a 20 mm layer of Rohacell R© foam. It is glued to the back side of the pad plane PCBs and
guarantees the flatness of the pad surface. It also covers the plated-through holes and the joints between
the individual pad plane PCBs to ensure gas tightness. For mechanical rigidity the back side of the
Rohacell R© foam is covered with a thin carbon fibre laminate, thus forming a sandwich-like structure.
Optionally, also thin carbon fibre rods (2 mm diameter) can be used. Prototype measurements and
calculations have indicated that the maximum deformation of the pad plane can be kept below 150 µm
at the maximum overpressure of 1 mbar if the Rohacell R© foam is laminated with a 200 µm carbon fibre
layer.

Figure 4.8: Top view of a TRD readout chamber.

4.3 Wire planes

The number of electrons liberated by the passage of a charged particle in the ALICE TRD (275 per
cm for a minimum ionizing particle) is not sufficient to produce a measurable signal without further
amplification. The readout chambers therefore employ a scheme of two planes of wires, both running in
azimuthal direction. They provide gas amplification in the range of 104 by avalanche creation. At this
gas gain we expect a chamber current of 1 µA/m2, resulting in a total charge accumulation of 50 µC per
year and per cm of wire. For these low doses, we do not expect particular problems with ageing [7],
provided proper gas purity and choice of detector materials.
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Figure 4.9: Wire geometry of the ALICE TRD readout chambers.

The drift and amplification region are separated by the cathode wire plane (Fig. 4.9). The cathode
wires are kept at the same potential as the pad plane (ground). Electrons produced in the drift volume
pass the cathode grid and start an avalanche close to the anode wires, which are biased by a positive
potential (typically +1.4 kV, see Section 4.6).

The anode wire plane is centered between pad plane and cathode wire plane, with a gap of 3.5 mm
between anode wires and pad plane. This gap has been optimized to provide appropriate charge sharing
between adjacent pads (see Section 4.4). The pitch between anode wires is 5 mm.

The cathode wires are staggered with respect to the anode wires and have a pitch of 2.5 mm (see
Fig. 4.9). The cathode wire plane decouples the drift field from the amplification region and thus allows
independent adjustment of drift velocity and gas gain (see also Chapter 14). It is more than 99% trans-
parent for electrons, but prevents about 72% of the positive ions produced in the avalanche from drifting
back into the drift region (see Section 4.6).

Materials, dimensions, and tension of the wires used in the ALICE TRD are listed in Table 4.1.

Table 4.1: Materials, dimensions, and tension of the wires used in the ALICE TRD readout chambers.

Anode wires Cathode wires

Material Au plated W Cu/Be
Diameter 20 µm 75 µm
Tension 0.45 N 1.2 N
Length 100−120 cm 100−120 cm
Total number 140k 280k

4.4 Readout pads

The positive ions created in the avalanche process in the vicinity of the anode wire move towards the
surrounding electrodes, inducing a positive signal on the pad plane. A precise determination of the
location of the avalanche in azimuth can be obtained if the induced charge is shared among several
adjacent readout pads. The measurement of the azimuthal position in each of the 15 time bins allows a
determination of the track angle in the rϕ-plane in each TRD layer.

The actual sizes and numbers of pads in each of the readout chambers are listed in Table 4.2. We have
chosen rectangular pads with average size 7.25×87.5 mm2 (Fig. 4.10). This results in a pad area of about
6.3 cm2. In each readout chamber the pads are grouped in rows of 144, running in azimuthal direction.
The total number of pad rows in z-direction is 70-76, depending on the layer. The actual size of the pads
is constant within a given readout chamber but varies slightly for different detector modules, because of
the change of the overall detector module dimensions as function of radius and z (see Chapter 2). The
total number of pads is 1 156 032.



26 4 Readout chambers

Table 4.2: Dimensions that define the active area and pad sizes in different readout chambers. The numbering
scheme for the detector modules is described in Chapter 2.

Layer Module Width (y) Length (z) Pad rows Pad width w Pad length l Area
[0-5] [0-4] [cm] [cm] # [cm] [cm] [cm2]

0 (inner) 0 93.6 120.5 16 0.65 7.53 4.90
1 93.6 120.5 16 0.65 7.53 4.90
2 93.6 107.0 12 0.65 8.91 5.80
3 93.6 120.5 16 0.65 7.53 4.90
4 93.6 120.5 16 0.65 7.53 4.90

1 0 98.1 128.0 16 0.68 8.00 5.45
1 98.1 128.0 16 0.68 8.00 5.45
2 98.1 107.0 12 0.68 8.91 6.07
3 98.1 128.0 16 0.68 8.00 5.45
4 98.1 128.0 16 0.68 8.00 5.45

2 0 102.5 131.5 16 0.71 8.21 5.85
1 102.5 135.5 16 0.71 8.46 6.03
2 102.5 107.0 12 0.71 8.91 6.35
3 102.5 135.5 16 0.71 8.46 6.03
4 102.5 131.5 16 0.71 8.21 5.85

3 0 106.9 139.0 16 0.74 8.68 6.45
1 106.9 143.0 16 0.74 8.93 6.63
2 106.9 107.0 12 0.74 8.91 6.62
3 106.9 143.0 16 0.74 8.93 6.63
4 106.9 139.0 16 0.74 8.68 6.45

4 0 111.4 139.0 14 0.77 9.92 7.68
1 111.4 150.0 16 0.77 9.37 7.25
2 111.4 107.0 12 0.77 8.91 6.90
3 111.4 150.0 16 0.77 9.37 7.25
4 111.4 139.0 14 0.77 9.92 7.68

5 (outer) 0 115.8 131.5 13 0.80 10.11 8.13
1 115.8 157.5 16 0.80 9.84 7.92
2 115.8 107.0 12 0.80 8.91 7.17
3 115.8 157.5 16 0.80 9.84 7.92
4 115.8 131.5 13 0.80 10.11 8.13

Other pad sizes and shapes, such as chevrons [8] have also been considered during the R&D phase.
An appropriate choice of the chevron geometry allows to adjust the shape of the pad response function
over a wide range of pad widths and anode-pad distances (for an overview see Chapter 14). However,
chevron pads require high precision during manufacturing of the pad plane and positioning of the anode
wires. In addition, chevron pads compared to rectangular pads give rise to a higher pad-to-pad capaci-
tance and thus larger signal cross-talk. Since we found a good solution to achieve the required charge
sharing also with rectangular pads and a reasonable wire plane separation, chevron pads are not part of
the baseline design presented here.
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Anode Wires
Pad Length l

z

y Pad Width w

Figure 4.10: Pad geometry of the TRD readout chambers. Also shown are the anode wires.

4.4.1 Pad response function

To achieve the best possible position resolution in azimuthal direction, the induced charge distribution
needs to be shared by typically two or three adjacent pads. If more than three pads fire, the resolution
suffers from a poorer signal-to-noise ratio, connected with an overall increase of the data volume and
a limitation of the two-track separation. Therefore, a proper matching of the pad width w to the width
of the induced charge distribution is required. The relative pulse height distribution on adjacent pads,
induced by a point-like avalanche at the anode wire, is called the pad response function (PRF) [7]. It can
be calculated by integration of the induced charge distribution over the pad area S:

PRF(x,y) =

∫

S
Q(x′,y′)dS. (4.5)

The two-dimensional induced charge distribution Q(x′,y′) depends on the wire geometry and was cal-
culated according to [9]. Figure 4.11 shows the calculated pad response functions for a distance of
h = 3.5 mm between the pad plane and the anode wire plane. For the range of pad widths in the
ALICE TRD (see Table 4.2), the resulting PRFs are approximately Gaussian and a reasonable charge
sharing can be achieved.

4.4.2 Improvement of z-resolution

In the present pad design, the coordinate ϕi of a reconstructed point i is directly related to its center of
gravity 〈ypad〉 in pad space, while the z-resolution is limited by the finite length l of the pads in a given
pad row:

ϕi = ϕ(〈ypad〉), (4.6)

zrow − l
2

< zi < zrow +
l
2
, (4.7)

zrow being the z-coordinate of the center of a pad row.
Optionally, we consider to tilt the pads slightly by an angle α with respect to the z-axis. If this tilt is

performed in opposite direction in consecutive layers of the TRD (Fig. 4.12), significant improvement of
the z-resolution can be achieved.
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Figure 4.11: PRF for different pad widths.

In the case of tilted pads, the coordinates (ϕi,zi) of a reconstructed point in a given layer are related
to 〈ypad〉 and the tilt angle α:

ϕi = ϕ(〈ypad〉)+(zi − zrow)sinα. (4.8)

This way, the measurements of ϕi and zi in a single layer are no longer independent. However, if the next
layer is tilted by -α the point coordinates are given by:

ϕ j = ϕ(〈ypad〉)− (z j − zrow)sin α. (4.9)

By matching track points from different layers and assuming an appropriate track model (helix), the
best z-position can be determined by a minimization procedure.

Layer i Layer i+1

z

y

z
row

−αα

Figure 4.12: Geometry of tilted pads.
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We have simulated the ϕ- and z-resolution as function of the pad tilt angle α. For simplicity, we
considered only two layers and straight tracks with θ=90◦. In that case, the track model is very simple
(ϕ=const., z=const.). Figure 4.13 shows the resolution in ϕ- and z-direction as function of the pad tilt
angle α. The numbers correspond to the averaged ϕ- and z-positions of the track, using 10 points in each
of the two layers. As expected, the resolutions scale with α:

r∆ϕ ∝ 1/cos α, (4.10)

∆z ∝ 1/sin α, (4.11)

as indicated by the dashed lines in Fig. 4.13. Obviously, already at tilt angles around 5◦ the z-resolution
can be substantially improved without a noticeable loss in ϕ-resolution. Note that for individual points
the z-resolution is limited by the anode wire pitch (5 mm).

Since the impact of tilted pads on the trigger scheme and the offline reconstruction is not yet fully
explored they are not part of the baseline design presented here.
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Figure 4.13: Resolution of track averaged ϕ- and z-positions as function of the pad tilt angle α (see text). Two
layers with tilt angle ±α are assumed.

4.5 Track reconstruction

Charged particles leave a trace of ionization in the drift volume. The momentum of a particle can be
determined by the measurement of the deflection angle of the particle track in the rϕ-plane. By sampling
the time distribution of the arriving electrons in 15 time bins, a set of individual r,ϕ measurements for
each track segment can be obtained. Given precise knowledge of the drift velocity, the r-coordinate of
each point is given by the arrival time. The ϕ-coordinate can be derived from the distribution of the
induced charge over two or three adjacent pads in each time bin.

The charge signal induced on the pad plane is that of the positive ions created in the avalanche
process drifting away from the anode wire. Due to the very low mobility of Xe ions (0.57 cm2/Vs) the
induced signal on the pads of a point-like primary electron cluster has a considerable tail (see Fig. 4.14,
upper panel). After pulse shaping (shaping time 125 ns FWHM) the signal has a width of approximately
200 ns. However, because of the ion tail the time response function (TRF) is non-Gaussian (see Fig. 4.14,
lower panel).
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Figure 4.14: Simulated response to a 55Fe signal. Upper panel: the current induced on the readout pads. Lower
panel: electronics response after pulse shaping (TRF).

Since the tail of the TRF is long compared to the distance of time bins (133 ns) it leads to a significant
correlation among consecutive time bins. If a large charge deposition occurs due to Landau fluctuations
or TR absorption on an inclined track, adjacent time bins are ’pulled’ away from the trajectory (see
Fig. 4.15 for simulated examples).
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Figure 4.15: Two examples of simulated tracks. In the upper panels the pulse height integrated over neighboring
pads is shown; in the lower panels the reconstructed space points (crosses) are compared to the real trajectory
(straight line).
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This results in a deterioration of the position resolution depending on the incident angle of the track,
similar to the well-known tanα-effect in TPCs [7]. This is demonstrated in Fig. 4.16, where the angular
resolution was simulated as function of the track angle of incidence relative to the pad plane normal.
Note that in the presence of a magnetic field this distribution will be shifted by the Lorentz angle.

One way to reduce this effect is to stretch the time scale of the measurement. This can be achieved
by a reduction of the drift velocity. However, a significant increase of the readout time would limit the
online trigger capability.

The inclusion of an electronic tail cancellation is under way. Its effect has been demonstrated by
applying an offline deconvolution of consecutive time bins to prototype data (see Chapter 14).
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Figure 4.16: Angular resolution as function of the track angle relative to the pad plane normal (B=0).

4.6 Electrostatic calculations

In this section we describe the electrostatic properties for the readout chamber design presented in the
previous sections. We determine the operational points and show that the design we have chosen is
suited to meet the requirements. All calculations presented here are performed in the framework of the
GARFIELD [2] simulation package.

In the calculations, a Xe,CO2 (15%) gas mixture at atmospheric pressure is assumed. Furthermore,
the wire materials, diameters and tensions as listed in Table 4.1 are used.

4.6.1 Gas gain

To achieve a reasonable signal-to-noise ratio we are aiming for a gas amplification of 5·103-104. The am-
plification achieved on the anode wire depends on the gas mixture, the pressure, the wire geometry, and
the bias voltages. The gas mixture (Xe,CO2 (15%) ) and the operating pressure are mainly determined
by other constraints (see Section 4.1 and Chapter 8).

The gas gain as function of the anode wire voltage is shown in Fig. 4.17. The result for our baseline
design with an anode-cathode distance of h = 3.5 mm and staggered wire planes is compared to a non-
staggered wire geometry and to a smaller anode-cathode distance of h = 2.5 mm. While there is no
noticeable difference between staggered and non-staggered wire planes, the gas gain at a given voltage is
larger by almost a factor 5 in the case of h = 2.5 mm. However, the desired sharing of the induced charge
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among several adjacent pads requires an anode-cathode separation of h = 3.5 mm. For this geometry, we
achieve a gas gain of 8000 at an anode voltage Ua = 1420 V.
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Figure 4.17: Gas gain as function of the anode voltage.

High momentum tracks originating from the main vertex traverse the TRD preferentially under small
angles with respect to the wire normal. For a given track, this can lead to a relatively large charge
deposition along a limited piece of anode wire. The ions created in the avalanche process build up a
cloud of positive charge slowly moving away from the wire. This leads to a reduction of the electric field
in the vicinity of the wire and therefore to a lower gas gain for subsequent electrons. As a consequence,
the gas amplification decreases as function of the drift time for tracks which cross the TRD under small
angles with respect to the wire normal. Following [7] we calculated the gain attenuation for minimum
ionizing particles in Xe,CO2 (15%) . Figure 4.18 shows the pulse height as function of the drift time
for different angles of incidence. The pulse height was normalized to that of 17◦ tracks where the effect
is negligible. An attenuation of the gas gain is clearly visible, most pronounced for small track angles.
The calculations for a gas gain of 104 are consistent with our prototype data (see also Chapter 14). This
observation underlines that the TRD readout chambers should be operated at gas gains not exceeding 104,
in line with the planned values.

4.6.2 Gain stability

The positive voltage applied to the anode wires causes the anode wires to sag towards the pad plane. The
sagitta of the sagging anode wire depends on the wire material, diameter, length and tension, the wire
geometry, and the applied voltage Ua. For this computation, we use the maximum wire length in the
TRD of 120 cm. We show the anode wire sag as function of Ua in Fig. 4.19 (left panel). Again, different
wire geometries are compared. The sag is significantly smaller for h = 3.5 mm compared to h = 2.5 mm.
At a typical operating voltage of Ua = 1400 V (h = 3.5 mm) the anode wire sag is 35 µm. Not shown
is the contribution from gravity, which amounts to about ±20 µm, depending on the orientation of the
readout chamber.

Also, the cathode wires are exposed to electrostatic forces. Their sag, however, is small due to
the larger tension applied to them (Fig. 4.19 right panel). The impact of the cathode wire sag on the
uniformity of the electric drift field is negligible.

The anode wire sag leads to a variation of the gas gain along the wire. The relative gain variation
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incidence. The data points are from prototype measurements (see Chapter 14).

1150

1200

1250

1300

1350

1400

1450

1500

1550

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

Anode voltage [V]

A
no

de
 w

ire
 s

ag
 [µ

m
]

h = 2.5  mm

h = 3.5  mm

h = 2.5  mm

h = 3.5  mm

1150

1200

1250

1300

1350

1400

1450

1500

1550

8

10

12

14

16

18

20

22

24

Anode voltage [V]

C
at

ho
de

 w
ire

 s
ag

 [µ
m

]

h = 2.5  mm

h = 3.5  mm

h = 2.5  mm

h = 3.5  mm

Figure 4.19: Anode wire sag (left) and cathode wire sag (right) as function of the anode voltage. The dashed line
refers to the non-staggered geometry.

as function of the sag is computed for Ua = 1400 V and shown in Fig. 4.20. At the maximum sag of
35 µm we calculate a relative gain variation ∆Gain/Gain≈1.7%. Adding the contribution from gravity we
conclude that the gain variations caused by wire sag are below 3% everywhere in the detector, assuming
a perfectly flat pad plane.

The operation of the detector at a slight overpressure of 1 mbar leads to a deformation of the pad
plane of about 150 µm. From our calculations we expect this to cause a gain variation of 7%. This
gain variation is partially compensated by the anode wire sag. The possibility of a minimization of the
gain variations by placing the anode wire plane slightly asymmetric between cathode wire plane and pad
plane is under investigation.
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4.6.3 Pad coupling

The charge induced by the movement of the positive ions away from the anode wire is shared among all
surrounding electrodes. Only a fraction of it couples to the readout pads and contributes to the measured
signal. The fraction of the charge which couples to the pads is a function of the ion drift time and
direction and therefore depends on the angular distribution of the avalanche. It should be noted that only
for gas gains well above 104 the avalanche can be assumed to be isotropic around the wire [7].
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Figure 4.21 (left panel) shows the fraction of the induced charge flowing to the various electrodes
during the first 500 ns as function of the angle under which the ions leave the anode wire. As expected,
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the signal induced on the pads is maximal if the ion drifts into the direction of the pad plane (90◦) and
minimal if it drifts to the cathode wires (-90◦). On average, we expect about 50% of the signal to be
induced on the readout pads and 36% on the cathode wires. Note that a significant fraction of the signal
is induced on the neighboring anode wires and the drift electrode.

The ion drift time dependence of the induced charge is shown in Fig. 4.21 (right panel) for ions
drifting towards the pad plane (90◦) and towards the cathode wires (-90◦). The fraction of the induced
charge on a given electrode is approximately constant over the first 1 µs (note that the typical integration
time of the readout eletronics is <500 ns, see Fig. 4.14). By that time, the ions have moved away from
the anode wire by about 200 µm.

4.6.4 Ion feedback

Unlike many other drift detectors, the readout chambers in the ALICE TRD contain no gating grid.
Therefore, all ionization produced in the drift region will inevitably lead to avalanche creation at the
anode wires. This causes a continuous current of positive ions drifting back into the drift volume and
ending at the drift electrode. However, not all ions find their way back into the drift volume. Figure 4.22
shows the drift lines and lines of equal drift time (isochrony lines) of positive ions produced at the anode
wire. Only about 28% of them drift back into the drift volume, the remainder reaches the surrounding
electrodes. This leads, under operating conditions, to an ion feedback current of about 0.5 µA through
the drift volume (see also Section 4.3). From that we expect a charge density in the drift volume of about
1.6 ·105 ions/cm3. The resulting distortions of the electric drift field can be calculated and were found to
be well below 10−3 with respect to the nominal field strength of 700 V/cm.
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Figure 4.22: Drift lines (solid) and isochrony lines (dashed) of positive ions starting from the anode wire. The
anode wire is at z=0 cm, the cathode wires are at z = ±0.125 cm.

4.6.5 Isochrony

The finite pitch between the wires causes a systematic drift time variation for electrons starting at the
same radius, but from different z-positions. In the presence of Landau fluctuations this can potentially
lead to a deterioration of the drift time determination. The drift time variation for electrons starting at
constant r close to the drift electrode is shown as function of their z-position relative to the anode wire
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in Fig. 4.23. We have implemented the observed non-isochrony into a microscopic drift simulation and
found no noticable effect on the position resolution.
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4.6.6 Electrostatic matching

Due to the finite pitch of the cathode wires (2.5 mm) not all field lines from the amplification region end
on the cathode wires. As a result, the effective ground plane is not at the position of the cathode wires
but shifted by about 0.7 mm towards the drift electrode (Fig. 4.24).
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of the potential strips are indicated by the stars at z=0.



4.6 Electrostatic calculations 37

This can be compensated by proper choice of the last resistor in the voltage divider chain (see Sec-
tion 4.2). Figure 4.25 shows the electric field 5 cm away from the voltage divider and as function of the
distance from the drift electrode (Ua = 1400 V and Udrift = −2100 V). Fixing all other resistors in the
chain to 1 MΩ, we obtain the best result for Rlast=850 kΩ.
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Moving closer to the edge of the drift volume, the granularity of the voltage divider becomes visible,
as shown in the right panel of Fig. 4.25. However, only 10 mm away from the potential strips the field
becomes smooth and varies by less than 0.5% with respect to its nominal value.
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5 Front-End Electronics

This chapter describes the on-detector electronics as well as relevant work on prototyping that has
already been performed. Concerning the TRD trigger, its functionality is outlined in Chapter 6 with em-
phasis on the implementation of the tracklet search and electron candidate identification. This Chapter
details the implementation of the front-end electronics (FEE) with its real-time constraints, together with
its integration into the ALICE trigger system.

5.1 Electronics overview

In this section the requirements for the FEE are reviewed and the general architecture and basic building
blocks are introduced. Because we are interested in both the identification of the transition radiation (TR)
signal and also in the TRD online tracking, momentum, and invariant mass reconstruction capability (see
Chapter 6), the FEE is rather complex and more TPC-like involving a sampling ADC, tail cancellation,
detection of overlapping hits etc. The trigger will generate a Level-1 accept (L1A) and therefore has to
occur on a time scale of 6 µs. This requirement drives the over all architecture, clock speeds and limits
the extent of multiplexing possible.

5.1.1 General requirements

As detailed in Section 4.4 the FEE is used to read out and analyze for the Level-1 trigger the charge
induced on 1.156.032 pads located in 540 individual readout chambers arranged in 6 layers in the TRD
barrel. Most of the front-end electronics sits directly on the readout chambers. For the trigger, however,
information from the 6 layers has to be combined at a convenient point close to all readout chambers.
The readout chambers deliver on their pads a current signal with a very fast rise time and a long tail due
to the slow motion of the Xe ions (see Fig. 4.14). The typical current for a minimum ionizing particle is
of the order of 0.2 µA. The pad on which the signal is induced can be viewed as a pure capacitance of
10-20 pF.

The main requirements for the front-end electronics are summarized in Table 5.1 and briefly dis-
cussed below.

• The space point resolution in the bending direction (y) is derived by charge sharing between 3
adjacent pads. The pad response function is chosen such that for a hit centered on one pad each
neighbour still sees 10 % of the signal (see Fig. 4.11 and 11.9). This means adequate space point
resolution can be reached for a signal to noise ratio of at least 30:1. Also, it was shown that
digitization errors contribute visibly to the space point resolution if the channel number of the
peak pad is below 30.

• For a minimum ionizing particle typically a charge of 3·104 electrons contributes to the signal on
the maximum pad for each time bin. The requirement of signal to noise equal or larger than 30
defines the goal for an upper limit for the noise of 1000 electrons (r.m.s.).

• In order to not waste dynamic range, one aims to keep the noise amplitude within the ADCs LSB.
For an ADC with 1 V dynamic range (see below), this fixes the conversion gain of the preamplifier-
shaper (PASA) to 6.1 mV/fC.

• Our main interest is the detection of the TR signal superimposed on the normal ionization. As
shown in Fig. 11.4 the TR photon energies reach with noticeable probability up to 20-30 keV.
Simulations have shown that the electron-to-pion separation improves with dynamic range and for
a minimum ionizing signal amplitude at ADC channel 30, a 10 bit ADC is desirable.



40 5 Front-End Electronics

Table 5.1: Front-end electronics requirements.
Parameter Value

Number of channels 1.156·106

Signal-to-noise (MIP) 30:1
Dynamic range 1000:1
Noise (ENC) 1000 e
Conversion gain 6.1 mV/fC
Time bins in drift region ≥ 15
Separation of time bins ≤ 133 ns ∼= 2 mm
Sampling frequency (8-)10 MHz
Shaping time (FWHM) ∼= 120 ns
Cross talk ≤ 0.3 %
Bandwidth readout 15 TB/s
Bandwith detector to GTU 216 GB/s
Bandwith DDL 1.8 GB/s
Trigger latency at TRD 6.0 µs
Trigger dead time (L0/L1 reject) 1.7 ... 7.0 µs
Trigger dead time (L1 accept) 20 ... 40.5 µs
Power consumption ≤ 50 mW/channel

• In Chapter 11 it is shown that in terms of tracking efficiency and momentum resolution it is suffi-
cient to sample the drift region in 15 points (time bins).

• As shown in Section 4.5, for non-perpendicular angles of incidence the resolution is limited by the
long ion tail of the Xe leading to a correlation of the individual time bins. This effect gets worse
as the distance between time bins gets shorter or as the drift velocity is increased and the total drift
time decreased. This constrains the drift time to be not smaller than 2 µs and to an corresponding
distance of two consecutive time bins of 133 ns for 15 time bins. That would correspond to a
sampling frequency of 7.5 MHz. Since it is for other reasons convenient if the time intervals are
multiples of the bunch separation a frequency of 8 MHz would be a good lower limit. Of course
higher frequencies combined with a larger number of time samples would be possible and would
slightly reduce the trigger latency due to the faster draining of the ADCs pipeline.

• In order to keep the correlation between the consecutive time bins of a track segment minimal to
optimize resolution one would like a shaping time as short as possible. This is however connected
with a loss in signal and also the existing long ion tail makes very short shaping times useless.
A shaping time of 120 ns, comparable to the separation of the time bins, was found to be a good
choice.

• The position and angular resolution can be improved by unfolding the time response function as
demonstrated in Fig. 14.38 and 14.39 using a tail cancellation. Since this also noticeably improves
the trigger performance (see Section 6.4.2.1) it is desirable that this deconvolution is done on the
digital chip before the processing of the trigger information.

• The channel-to-channel cross talk is limited by the pad-to-pad capacitance which is between neigh-
boring pads in one pad row 6.5 pF. This will lead to a cross talk of about 5 % for the present PASA
design. The cross talk within the PASA chip itself and in the cable should be negligible as com-
pared to this. It turns out that a value below 0.3 % was easily achievable in the existing PASA
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prototype and this is the number quoted in Table 5.1.

5.1.2 System overview

The front-end electronics for the ALICE TRD consists of 1.156·106 channels. The basic building blocks
are shown for one channel in Fig. 5.1. They are: a charge sensitive PreAmplifier/ShAper (PASA), the
analog chip, a 10 Bit 10 MHz low power ADC, and digital circuitry where data are processed and stored
in event buffers for subsequent readout. The data procesing is performed on one hand during the drift
time at digitization rate by the Tracklet Pre Processor (TPP) in order to prepare the information necessary
for the Tracklet Processor (TP). On the other hand at the end of the drift time the Tracklet Processor,
a micro CPU implemented as Multiple Instruction Multiple Data (MIMD) processor, operating at 120
MHz, processes the data of all time bins in order to determine potential tracklet s. These tracklet s are
shipped to a Global Tracking Unit (GTU), which combines and processes the trigger information from
individual TRD readout chambers.

Upon receipt of a L1 accept, the MIMD processor also ships the zero suppressed raw data from the
event buffers on the front-end chips to the GTU, where they are stored in a large memory until read-out
(see Chap. 7).
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Figure 5.1: Basic logical components of the TRD front-end electronics. Everything but the GTU is located
directly on the readout chamber. The ADC, digital circuitry, event buffer and MIMD CPU are combined into one
digital chip. This chip determines the tracklets and is therefore also referred to as local tracking unit (LTU).

The requirement for minimal radiation length, power and cost drive the integration density as high
as possible. In order to support mass production of the electronics, 18 channels are grouped together
on one multi-chip module (MCM), housing both the preamplifier and the digital back-end (Section 5.8).
The particular choice of 18 channels per MCM is a compromise of die size, MCM count and trace length
of the analog pad signals. Figure 5.2 indicates the components on one MCM. Basically this module is
targeted to contain just those two chips, and possibly the addition of minimal miscellaneous components,
such as blocking capacitors. As sketched in Fig. 5.2, the 18 entities labelled ’PS’ are on one chip, the
PASA, everything enclosed by the thin grey rectangle is on a second digital chip. The logic integrated
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on the digital chip includes the ADCs, the tracklet preprocessor, and the high-speed multi-threaded
processor (MIMD CPU). Therefore this chip is called the local tracking unit (LTU). The pad plane itself
carries the readout signals and they are routed to the PASA input via short cables. The MCMs, which are
implemented as Ball Grid Arrays (BGA), are soldered directly onto the readout mother boards. The only
additional circuitry required on the readout boards are the drivers for the clock fan-out and additional
power filtering circuitry. All signals connecting the MCMs are routed on the readout mother board.
There are 64224 MCMs mounted on the detector, making the MCM one of the most crucial electronics
components, which have to be mass produced.
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Figure 5.2: Overview of the electronics for 18 channels on one MCM.

Given the high (digital) clock rates and the low duty cycle of the trigger system of less than 3%, the
digital part of the electronics is operated with gated clocks, allowing for the disabling of the clock to
any part of the circuitry that is inactive. This method also permits the reduction of digital noise during
digitization. All clocks are synchronous to the LHC clock.

In order to avoid granularity effects at the MCM border, some data need to be exchanged among the
neighboring multi-chip modules. For a detailed description of the tracklet preprocessing architecture
and the tracklet merging within the MCM and among neighboring MCMs, refer to Section 6.3. Since
it is sufficient to merge tracklets only in ascending pad number direction, a total of three additional
channels (two left and one right) is required to be processed, as indicated in the figure. Therefore, a
total of 21 ADC channels is required for each 18-channel tracklet processor. Consequently, three out
of 18 preamplifier outputs are required to drive two ADC inputs. In order to avoid any non-linearities,
those channels implement two independent output stages, driving one ADC input each. The preamplifier
outputs are analog differential signals.

All digitized ADC outputs, including the redundant channels, are stored in 32x10 Bit deep event
buffers. During the digitization, the tracklet preprocessor identifies candidates and prepares them for
later processing by the MIMD CPUs, the tracklet processor (Chapter 6.3). During that time, however,
the digital back-end is operated at exactly the ADC clock rate.
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At the end of the drift time, the fast digital clocks are enabled starting the MIMD processor. Any
additional digital noise produced here is irrelevant as the relevant data already sit in the internal event
buffers. During stand-by, all digital clocks are disabled. Figures 5.5 and 5.6 sketch which digital clocks
are active at what point. The MIMD processor is capable of processing up to four tracklet candidates
simultaneously. If a tracklet is identified and matches the required deflection cut requirements, its
tracklet parameters are projected onto the global reference plane which is in the middle of the six planes
and then forwarded to the readout tree.

The MCM output is a single 16 Bit differential data link, implementing Low Voltage Differential
Signals (LVDS). There are additional 5 bits for correcting one bit errors and detecting two bit errors per
data word. This format is used as standard link everywhere within the readout tree.

The readout tree terminates the differential output (LVDS) of all MCMs into four 16 Bit data links
on either side of the detector per layer and sector, thus merging up to 304 MCMs into one high-speed
data link to the global tracking unit. The readout is performed in a strictly ordered fashion to support
consecutive readout and highly parallel global tracking. Any of the readout signals is kept inactive during
acquisition or stand-by in order to minimize the electronic noise contribution. For a detailed description
of the readout tree, refer to Chapter 7.

5.2 Chip technology

In general, there are five major components of the front-end electronics chain as summarized below:

• shaping preamplifier

• 10 Bit analog to digital converter

• digital filter for tail cancellation

• event buffer and tracklet preprocessor operating at ADC clock rates

• high-speed tracklet processor and filter

• high-speed readout tree

The shaping preamplifier is a full custom analog design tailored towards low noise and low power
(in this order of priorities). The last three components are purely digital systems running at clock rates
ranging from 10 MHz to 120 MHz. These clock rates can well be implemented using standard cell
designs. The only requirement for full custom design are some special cells, such as the quad-port
memories (refer to Chapter 6, Section 6.3.3.3). Although the first implementations of the digital circuits
were designed for the AMS1 0.35 µm process, they can be ported to basically any silicon process.
All three components, the tracklet preprocessor, filter and readout, are purely digital. They can all be
implemented on the same die without presenting any particular technological challenges. In order to
separate the analog and digital circuitry, the preamplifier will be designed as a separate chip in AMS
0.35 µm technology. One channel requires about 0.3 mm 2 in area, making this a fairly small chip.

The ADC, however, is a combination of analog and digital components and is acquired as an external
cell. In principle, it could be implemented on both dies. The TPC design will integrate the ADC together
with the ALTRO digital readout chip. A similar choice was made for the TRD. This choice represents a
compromise with the advantages and disadvantages outlined below.

1Austria Micro Systems, www.amsint.com
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5.2.1 ADC Integration

Here we discuss the arguments to integrate the ADC on either the PASA or the digital chip.
Advantages of merging ADC with digital tracklet processors:

• clear separation of the purely analog and mixed signal parts; no potential coupling of the ADCs
digital state machines noise into the sensitive preamplifier front-end

• use of available space as the digital chip alone would be pad-limited

• separation of the preamplifier design cycles from the ADC selection process

• lowest digital/analog interconnection pin-count (one differential pair per channel instead of 10
signals per channel)

Disadvantages of merging ADC with digital tracklet processors:

• coupling of the digital design to the process chosen for the ADC, making retargeting of the digital
tracklet processor difficult

• 21 ADCs required for 18 channels (. 2 mm2 per ADC channel)

• some analog outputs have to drive two ADC inputs, and thus require two individual output stages
with corresponding matching problems

• functional chip testing requires some additional logic on the analog front-end

Implementing a 21-channel ADC on a third chip on the MCM is not desirable as this chip would
be either pad-limited or the readout would have to be multiplexed, resulting in higher (2x or 4x of
digitization rate) clock rates on the ADC die. In any case, the additional number of wire bonds per
MCM (336 if ADC readout is not multiplexed) would increase the cost. However, this issue will be
revisited when the final size of the ADCs and digital circuitry, and thus the yield of the resulting chip, is
determined.

5.2.2 ADC technology choices

The choice of ADC silicon technology is critical as it also drives the choice of the process to be used
for the digital back-end. The majority of digital design is based on standard cells, providing for easy
retargeting to another process, particularly if it implements a smaller feature size, and thus is inherently
faster while using less power. However, there are a few special components required, such as LVDS
I/O, PLLs for high-speed clock generation, temperature sensors, etc. These components are likely to be
available for modern processes or will be easy to procure. However, there are also multiple instances of a
quad-port memory that are required, which are implemented as full custom design and therefore have to
be retargeted as well. Although the required clock rates are comparably slow, this retargeting is basically
a redesign of the quad-port memory as the optimization parameters, area, speed and size, that drive
a certain memory architecture depend on the available number of metal layers, via stacking, minimum
spacing, size of contacts and vias, etc., typically change enough. For example, the AMS 0.35 µm process
supports three metal layers while all deep sub-micron processes support a minimum of five metal layers.
On the other hand, it should be noted that a first prototype quad-port memory, which was taped out in
June 2001 in the AMS 0.35 µm process, already supports access times of about 3 ns, which are much
faster than required (refer also to Chapter 6, Section 6.3.3.3).

The ADC chosen for the TPC (ST TSA1001) is adequate for the TRD as well (for ADC requirements,
refer to Chapter 5). This ADC is a commercial product and available as intellectual property core. As the
preamplifier output stage is designed to deliver both a 1 V differential voltage swing and the capability
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to drive high capacitive loads, the particular choice of ADC is rather independent of the design of the
preamplifier. The final choice of ADC depends on a variety of parameters, such as price of both chip
real estate and licensing, power consumption, latency, the long-term availability of its silicon technology
(which is relevant as the TRD production schedule is different from that of TPC, particularly when taking
into account that one scenario is a staged production), and many other similar issues. Currently, several
options are evaluated. However, in order to have a credible architecture, the ST TSA1001 ADC was
chosen as baseline. This ADC is implemented in the ST HCMOS7 0.25 µm process.

5.3 Preamplifier / Shaper

The preamplifier/shaper (PASA) is the first block of the front-end electronics, receiving the signals from
the detector pads.

5.3.1 Requirements

The current signals of the detector pads are first amplified by a charge-sensitive preamplifier. It is fol-
lowed by a pole-zero cancellation circuit and two second-order shaper-filters, assuring a shaped output
pulse with about 120 ns FWHM. The last functional element of the preamplifier/shaper chain is an out-
put amplifier, which delivers differential output signal according to the ADC requirements concerning
driving capability and output levels.

The overall gain of the preamplifier/shaper is 6.1 mV/fC and the shaping type is CR – RC4. The
differential outputs of the preamplifier/shaper drive a 10 Bit differential 1 V range ADC input.

The functional block diagram of the preamplifier/shaper is shown in Figure 5.3.

out +

out −

Input pad

preamplifier

Charge sensitive P−Z cancel.+

Shaper 1
Shaper 2

output amplifier

Differential

(from  ADC)
DC ref.

Figure 5.3: Block diagram of the preamplifier/shaper.

From the point of view of the implementation, 18 channels of preamplifier/shaper will be integrated
on one chip with a core area of about 7.7 mm2.

The main requirements of PASA for the TRD front-end electronics and readout are given in Table 5.2.

5.3.2 Implementation

The final implementation takes into account the experience achieved from previously developed pream-
plifiers built with discrete components and from the first version of the preamplifier/shaper chip. Impor-
tant input was also derived from a design review of the preamplifier/shaper circuit which took place at
CERN on January 24-25, 2001.

The preamplifier is built around a NMOS input transistor folded cascode circuit. The NMOS input
transistor allows achievement of a greater transconductance parameter than a PMOS input transistor
and also enables a design with a single power supply. A greater transconductance leads to lower input
impedance of the preamplifier and consequently to lower crosstalk. Also, it enables the main gain to be
distributed towards the front of the preamplifier/shaper chain (preamplifier and pole-zero circuit). For
the given short shaping time, the advantage of a PMOS input transistor concerning 1/ f noise is not
important.
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Table 5.2: Preamplifier/shaper requirements.
Parameter Value

Gain 6.1 mV/fC
Shaping time (FWHM) ∼ 120 ns
Shaping type CR – RC4

Max. equivalent input noise (on the bench) 500 e
Max. equivalent input noise (in system) 1000 e
Input dynamic range 164 fC
Output pulse level 1 V differential
Max. internal chip crosstalk 0.3%
Max. power consumption/channel 10 mW

The preamplifier is followed by a pole-zero cancellation circuit and two second-order filters. The
addition of two more poles, relative to the first version of the chip, translates into a more symmetrical
response at the output of the preamplifier/shaper.

The output amplifier, as a differential-output type, drives a 10 Bit ADC. The differential output
structure is less sensitive to perturbations.

The simulated main outputs of the preamplifier/shaper chain are shown in Figure 5.4.

Figure 5.4: Simulated preamplifier-output, first shaper-output and channel output+/output- signal of the pream-
plifier/shaper. They correspond to the block diagram in Figure 5.3. As stimulus an equivalent input charge of
165 fC is used.

Consideration concerning input protection

The classical protection circuit of the chip I/O pads avoids effects of electrical over-stress (EOS).
There are three types of electrical over-stress [2]:
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• electrostatic discharge (ESD)

• electromigration: slow wear-out mechanism caused by high current densities

• antenna effect: charge accumulation on gate electrodes during etching or ion implantation

From all of these, ESD protection must correspond to a human body model (HBM) and machine
model (MM). For the TRD PASA, additional stress may come from abnormal detector signals (like
sparks). For a normal protection to ESD, verified I/O standard pads from AMS were used. For negative
input surges, two diodes are tied to ground. One diode tied to analog supply protects against positive
input surges. To limit the peak transient currents and electromigration, a resistor of 10.6 Ω is added in
series with the pad input. The value of this resistor is limited by noise consideration. For example, for a
25 pF detector capacitance, a 10.6 Ω resistor increases the overall noise by 8%. For the next version of
the chip, an additional array of resistors to limit and dissipate the positive input surges will be added.

Some considerations concerning latch-up protection:

Mixed PMOS-NMOS transistor structures are present in many parts of the PASA circuits. For exam-
ple, in a simple CMOS inverter, parasitic structures of both transistors form an inactive PNPN sandwich,
having inverse polarized junctions. Due to a parasitic current into the substrate or to a parasitic elec-
trostatic coupling, the PNPN structure can accidentally become conductive from VDDA to GND, like a
thyristor. The thyristor may be latched up and the whole chip may be destroyed due to high currents.

To avoid latch-up, two classical methods are used [4], [5]:

• Electrostatic protective structure for I/O pads, which allows low resistance paths for accidental
currents like transient-type currents;

• Diffusion-type low resistance rings around MOS transistors.

For the TRD PASA, the latch-up is prevented by:

• The use of dedicated, verified I/O standard pads from AMS

• Guard rings for each MOS transistor

• A separate guard for each analog channel

• A complex guard of the type ’P diffusion -n well -P diffusion’ is placed in between channels

• For each channel, the different functional blocks are separated by guard circuits

5.3.3 Prototypes

The first three models of preamplifier/shaper were built at GSI-Darmstadt with discrete components.
Also, all were tested in beam with detector prototypes.

As the main component, the first one had the current feedback-type MAXIM2 MAX4182 operational
amplifier. It was used to design an eight channel preamplifier module. Having the capability to change the
input impedance, it was also useful in determining the optimum input impedance for a good signal/noise
ratio and crosstalk. The main specifications for 1600 Ω input impedance are: gain 0.7 mV/fC, noise
about 11000 e, and crosstalk between adjacent channels 10%.

The second preamplifier/shaper was also built around the MAX4182 operational amplifier, but in a
current-type configuration. Having a low input impedance of about 160 Ω, it exhibited low crosstalk for
adjacent channels (only 2%). It had a gain of 1.3 mV/fC, and noise about 7000 e.

2Dallas Semiconductor MAXIM, www.maxim-ic.com
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The third preamplifier/shaper was a charge-sensitive type. With a gain of 2 mV/fC, CR – RC shaping
and a noise of only 1500 e and a crosstalk of 8% between adjacent channels. It was used for most of the
measurements with detector prototypes (see Chapter 14).

The first chip, with 21 channels, was submitted at the end of October 2000. The 21 analog channels
are basically identical. The only difference is in the value of the input pad resistance. There are eight
channels with 0 Ω, eight channels with 50 Ω, two channels with 200 Ω, and two channels with 500 Ω, to
estimate the influence of the pad input resistance to the overall noise. One additional channel with 50 Ω
input impedance allows monitoring of the signals at each stage of the preamplifier/shaper.

Each of the 21 channels is implemented as a charge sensitive amplifier. The main specifications are:
gain about 5.2 mV/fC; output pulse FWHM = 125 ns; shaper type CR – RC2; input dynamic range 0 to
330 fC for 2 V output signal; and noise about 1500 e. It was part of a multi-project run, together with the
TPC preamplifier and a digital multi-port memory

The second prototype of the PASA chip has the characteristics presented in Table 5.2 and was sub-
mitted to AMS in June 2001. The photo of the layout of this second version (18 channels) is shown in
Color Fig. 5. The evaluation of its performance is underway.

5.4 ADC

The requirements of the ADC for the TRD are summarized in Table 5.3. It should be noted that the
whole system, including each MCM, will be actively cooled in order to guarantee enough temperature
stability. Therefore, no particular requirements are presented with respect to temperature stability.

Table 5.3: ADC requirements
Parameter Value

Resolution 10 Bit
Digitization rate 10 MHz
Max Power consumption 20 mW
Input 2 V differential (+/- 1 V)
Input bandwidth 5 MHz
Max. differential non-linearity 0.7 LSB for channels [0,511]

1.5 LSB for channels [512,1023]

Max. integral non-linearity 1.0 LSB for channels [0,511]

2.0 LSB for channels [512,1023]

Effective Number of Bits > 9 Bit
Max. latency 5.5 clocks
Min. input impedance 100 kΩ
Max. input capacity 7 pF
Max. area 2 mm2

Max. channel to channel
variations on same die 0.5 %

The ADC cores will be operated with individual power and the digital chips floor plan arranged such
that the ADCs are geometrically isolated from the digital back-end. One of the ADCs will be used for
detector control and readout independently from the data readout channels.
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5.5 TRD trigger states

The TRD trigger operates in different states corresponding to the different tasks it performs. An overview
of these states, together with the associated external stimuli, is sketched in Figure 5.5. The TRD default
state is in stand-by with all digital clocks switched off. A pretrigger starts the archival of the ADC’s
raw data and the tracklet preprocessor (TPP) and computes the appropriate sums (see Chapter 6). The
ALICE Trigger system issues a Level-0 (L0) trigger at a fixed latency (about 900 ns) after the interaction.
This L0 trigger is the first confirmation of the TRD pretrigger. Should the central trigger processor (CTP)
have decided not to issue a trigger, the missing L0 trigger (which constitutes a L0 reject for the TRD as it
starts early) will lead to the TRD being cleared, aborting the trigger sequence as indicated in Figure 5.5.
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Figure 5.5: The various TRD trigger states from pretrigger to readout. Note that data shipping through the DDL
is done concurrently and independent of the TRD front-end electronics. The various functions (TPP, TP, TM) are
labeled together with their associated operating clock frequencies in MHz.

As it is described in Chapter 6, Section 6.3 at the end of the drift time and when the preprocessor
has finished its task, the MIMD processor calculates the tracklet parameters and applies the configured
selection cuts. After identification of the tracklets they are transposed into the TRD reference plane
and formatted for shipping to the GTU, which is completed 3.9 µs after the interaction. Data shipping
concludes at the 4.5 µs mark, assuming a maximum of 40 tracklets per chamber. Excess tracklets are
ignored. The readout is performed in an ordered way, such that the global tracking unit can already start
processing the first tracklets once they have arrived (see Chapter 7). The result of the GTU processing is
a potential trigger and a 36 Bit vector, which defines the regions of interest for readout. This information
is shipped to the CTP at the 6 µs mark.

After delivering the trigger to the CTP, the TRD trigger awaits the response as Level-1 (L1) accept
or reject. Note the ALICE CTP does not implement specific L1 accept and reject signals, but delivers a
L1 trigger at a defined time slot after the interaction (about 6.4 µs mark), like in the case of L0 triggers.
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However, for improved legibility and less redundancy, a missing L1 trigger will hereinafter be referred
to as L1 reject (L1R) and a L1 trigger at the appropriate time slot will be referred to as L1 accept (L1A).
The TRD electronics operates in stand-by mode, with all fast clocks disabled to avoid excess noise, while
waiting for the CTP L1 trigger decision. A L1 reject will abort the pending event, placing the system back
into stand-by mode. However, a L1 accept will trigger the readout of the event buffers through the same
data path that was used to ship the tracklet candidates to the GTU. The GTU implements appropriate
readout buffers to absorb the 216 GB/sec data stream. Should the activation of the fast readout clocks
generate any noise problems, for example within the TPC, the L1 accept signal can purposely be delayed
transparently within the TRD to the trigger system.

The completion of the front-end readout leads to clearing the TRD electronics and putting them back
into stand-by without further outside interaction. The given event resides now in an appropriate event
buffer, which is implemented as part of the GTU. A Level-2 accept (L2A) will schedule the event for
transmission off the detector. A L2 reject (L2R) will free the appropriate buffer space. The data transfer
functionality is independent of the TRD state sequence (refer to Chapter 7).

It should be noted that the TRD trigger electronics is not pipelined. Once enabled, it cannot process
any other event until it is cleared, which, in the case of a L1 accept, can be as late as 40 µs after the
interaction. For details of the TRD readout, refer to Section 7.1.2. However, assuming a 200 Hz accept
rate, which is the maximum TPC Pb-Pb gate opening rate, the corresponding dead time is 0.8 %. The
handling of the corresponding TRD busy is discussed in Section 5.7. For a detailed discussion of the
timing relationship between the various trigger states, refer to Section 5.6.

Some of the activities do not depend upon each other and are executed in parallel. For example,
as soon as the first data words arrive at the global tracking unit (GTU), they are processed rather than
waiting for the complete delivery of all tracklets from the front-end. Further, the data shipping to the
high level trigger or event builder system is done in parallel upon a L2A while the TRD front-end may
already be operating in stand-by, thus increasing its lifetime.

5.6 Trigger timing

For Pb-Pb running, the TPC trigger rate is limited to about 200 Hz. In order to inspect a larger number
of events, the TRD has to derive its decision prior to the TPC gate opening. On the other hand, the TPC
drift begins with the interaction. Therefore, any trigger latency effectively reduces the active volume of
the TPC. Given a drift time of 80 µs , an overall TPC pretrigger latency of 6.5 µs corresponding to 8 %
of the drift time is defined as an acceptable baseline.

Figure 5.6 outlines the resulting system timing. A very fast minimum bias TRD pretrigger, which is
gated with the TRD BUSY, is used to wake up the TRD electronics. This pretrigger bypasses the ALICE
CTP and is expected 100 ns after the interaction at the TRD point of presence (POP), from where it is
fanned out to all the individual detector modules (see also Sections 5.6.1 and 5.6.2). Given the large
surface area of the TRD detector, the definition of such a reference point (POP) is required in order
to allow unambiguous definition of the required timing relationships. The pretrigger is also copied as
L0 input into the CTP. The distribution of the TRD pretrigger to the various MCMs requires another
200 ns, corresponding to a total of 10% of the TRD drift time for pretrigger distribution as indicated in
Figure 5.6. However, the first 250 ns are not crucial to be read out, as they contain the ionization of the
primary track from the amplification region.

Low-power ADCs typically implement an internal pipeline. The particular device chosen as baseline
implements a 5.5 clock pipeline, effectively storing 5.5 analog samples in a kind of analog memory,
thus implementing an equivalent pretrigger history of 550 ns at a digitization rate of 10 MHz, which
corresponds to 1/4 of the LHC clock. This is indicated as visible drift region in Figure 5.6. However, the
same latency has to be added at the end of the drift time in order to drain the ADC’s pipeline.

As outlined in Chapter 6, the computation of the sums required for the linear fit can already be
performed during the drift time. For each time bin, every ADC channel is checked to match the criteria
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Figure 5.6: TRD Timing. The time axis is calibrated in units of LHC clocks, where each tick corresponds to four
LHC clocks or about 100 ns.

for a cluster centroid. In such case, the appropriately derived entries for the sums are calculated and
stored in the channels sum-memories using read-modify-write cycles. In order to influence the ADC
performance as little as possible with the associated digital noise, the appropriate logic is run at the
ADC digitization speed. One more ADC clock cycle is required at the end of the digitization period by
the preprocessor in order to provide it’s results. To shorten the latency, the digital clocks are switched
to full speed operating mode, amounting to 120 MHz, at the end of the digitization. This reduces the
preprocessor pipeline latency to 67 ns. Note that at this point, (about 2.55 µs after the interaction) any
digital noise produced will affect neither TRD nor TPC, as the TRD data is already stored in its event
buffers and the TPC has not yet started digitizing.

The preprocessor pipeline is fully drained at the 2.55 µs mark, at which the embedded MIMD micro-
processor starts analyzing the various tracklet candidates. Up to four tracklet candidates are assigned
automatically, one each to a processor thread, at the conclusion of the preprocessor task. Therefore,
the tracklet processing time is independent of the number of tracklets . The available time for tracklet
processing and selection is 1.5 µs .

Each identified tracklet is forwarded to the global tracking unit using the high-speed TRD readout
tree. Since the readout of each chamber is ordered, the global processing of the first regions of a chamber
can happen while other parts are still being read out. However, there is a minimum readout latency, which
corresponds to the worst case readout time of the first tracklet candidates. No pipelined processing can
be done during this time, amounting to 200 ns as indicated in Figure 5.6. The remainder of the data
shipping, which corresponds to a maximum of 40 tracklets per chamber, is overlapped with the global
tracking of the GTU.

The first and last tracklet arrive at the GTU at latest 4.3 µs and 4.7 µs after the interaction, respec-
tively, allowing 1.3 µs for the global tracking functionality. It should be pointed out that this functionality
will be implemented in FPGAs, running at a target clock rate of 40 MHz.

The TRD trigger decision has to be determined 6 µs after the interaction, allowing a total of 500 ns
for shipping it to the CTP and back to all involved detectors in case of a L1 accept.
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5.6.1 Clock distribution and clock domains

In order to reduce clock noise, all TRD clocks are derived from and synchronized to the LHC clock.
It is distributed using the RD48 Trigger, Timing and Control (TTC) system. Each detector implements
one TTC receiver module as mezzanine card together with the appropriate slow controls functionality,
which fans out the system clock to about 200 clock nodes per chamber using the IEEE 1596.5 LVDS
standard [1]. The signal fan-out is implemented such that the individual skew between the various clock
nodes is minimized. Clock rates higher than the LHC clock are generated on the detectors using PLLs.

The readout tree runs at 120 Mwords, using a 120 MHz clock. The digital processor also operates
at 120 MHz, while the readout and tracklet preprocessor operates at 10 MHz or 1/4 of the LHC clock,
using the same clock as the ADC.

In order to keep the digital electronics as quiet as possible and to save power, all digital clocks are
gated and switched off when the TRD is idle. The only exception is the differential clock fan-out and
the PLLs, which cannot be started quickly. The ADCs and digital filter for tail cancellation, however, are
kept running during stand-by like the preamplifier circuits as they cannot be enabled quickly enough.

After a pretrigger, the 10 MHz clock to the tracklet preprocessor is enabled for the duration of the
drift time. After 2.55 µs , the fast 120 MHz clocks are enabled, starting the multiprocessor and the
tracklet readout to the GTU. Upon completion of the tracklet readout, the various chips fall back into
stand-by operation. They are re-enabled by either a L1 accept or a L1 reject, performing the necessary
cleanup in order to get ready for the next pretrigger. The clock usage and corresponding power con-
sumption is indicated in Figure 5.6. In this context it should be noted that the lifetime of the gated digital
circuitry is as short as a few microseconds per activation. The required energy for this activity will be
stored in filter capacitors, such that there will not be large currents switching on the power distribution
lines if the TRD is activated.

5.6.2 Distribution of fast signals

Each TRD MCM requires the following fast logical input signals:

• Synchronized clock reference

• Pretrigger at TRD point of presence within 100 ns after the interaction

• L0 accept/reject at configured fixed LHC clock

• L1 accept/reject at configured fixed LHC clock (only after L0 accept)

• L2 accept/reject at undetermined time in chronological order for each L1 accept

All these signals are defined with respect to the LHC clock. In order to guarantee the correct phase,
all LHC clock-related signals are routed together with the clocks for the given device.

The system default state is stand-by, operating at minimum power. The first TRD trigger is the
pretrigger starting the system. The front-end chips will continue processing according to the time line
as sketched in Figure 5.6 until a trigger decision is delivered to the CTP. During this process, the logic
can be aborted any time, which is done by asserting the TRDTrigger signal for at least two consecutive
clocks.

The pretrigger is the most time-critical signal. Table 5.4 shows a breakdown of all latencies involved
in transmitting the pretrigger signal to all MCMs. Negative latencies are defined as signals arriving
early. The most efficient way to avoid additional trigger cabling is utilizing the TTC system, which is
going to be used for the distribution of the clock signals. The TTCvi module will forward minimum bias
pretriggers as TTC L0 accepts on its A channel only if the TRD electronics are operating in stand-by. It
should be noted that the pipeline latency of the ADC chosen as baseline allows for much larger pretrigger
latencies. However, the ADCs digitization latency is technology dependent and can be as little as one
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clock. Therefore, in order to allow for other ADC technologies (refer to Section 5.4), this requirement
is not relaxed. On the other hand, in the event the final ADC does not implement a pipeline and the
pretrigger results in an unavoidable larger latency as specified here, an appropriate digital pipeline can
be implemented, which would have the advantage of not adding latency at the end of the drift time as
the pipeline ADC does. Such a digital pipeline, however, comes at the price of more digital circuitry
continuously being operated.

Table 5.4: A breakdown of all latencies involved in distributing the TRD pretrigger signals. The same parameters
are applicable to the other fast input signals.

What (source) t/ns [tmin, tmax]/ns clocks

Interaction to TRD point of presence input (ALICE requirement) +100 [100,150] 4 . . .6
TTC system latency (RD12 measurement) +68 [65,100] 3 . . .4
Signal propagation including fan-out (20 m, each TTC fan-out
counts for 1 m)

+100 [50,150] 4

Clock/Trigger signals fan-out on detector (2 stages estimated) +15 [10,25]

Signal propagation on detector (3 meter estimated, periodic sig-
nals can be adjusted to compensate latency - trigger signals can-
not; all signals are relative to reference clock)

+15 [10,20]

Sum total +298 [235,445] 12
Pipeline ADC @ 10 MHz (5.5 clocks) −550 [0,600] 25
Ignore beginning of drift time −250 [200,300] 8 . . .12
Total TRD Pretrigger latency (negative means early) −502

The TRD Trigger system is not pipelined and is therefore BUSY starting with the pretrigger until the
readout of the front-end buffers completes or the event is aborted. This allows for the use of the same
trigger input (hereinafter referred to as TRDTrigger) for different functions depending on the state of
the TRD trigger. Different inputs at one state can be encoded in pulse length as multiple back-to-back
triggers are not possible. The signal TRDTrigger is fanned out to all front-end systems as TTC L0A
trigger on the TTC A channel. For example a pulse of the TRDTrigger during the TRD idle state is
considered a pretrigger, a TRDTrigger pulse at the 900 ns mark (L0A time slot) is a L0 trigger. Longer
TRDTrigger bursts can be used to encode other functionality, such as clears.

The fixed latency of the ALICE Trigger system’s L0 trigger allows implementation of a L0 reject as
a missing L0 trigger. This condition is detected at the TTCvi root module. In the case of a missing L0
trigger, two consecutive L0A triggers are transmitted through the TTC system to all chambers. The logic
required to generate the this pulse length clear code of the TTC L0A signal is required only once for the
entire detector.

After delivering the TRD trigger decision, the system enters a wait state (idle state) while awaiting
receipt of the CTP’s L1 decision as another TRDTrigger pulse, which is now interpreted as a L1 accept.
This L1 accept allows to start the readout of the TRD front-end buffers at any time after the TRD entered
this idle state. Thus this readout can purposely be delayed past the TPC drift time in case of TPC
coincident triggers in order to keep the TRD electronics chain quiet during the TPC drift, should this
become a noise problem. However, such functionality would be implemented at the TTCvi root module
like the L0 clear functionality, which is entirely transparent to the CTP. Note that the CTP’s decision
can be completely independent of the TRD’s trigger suggestion, resulting in TRD L1 accepts after a
TRD reject and vice versa. However, no L1 accept is expected by the TRD without having received an
appropriate pretrigger.
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The L1 accept results in the readout of the front-end system, and thus allows release of the TRD
BUSY as soon as this function completes. The system returns to the stand-by state while awaiting the
next pretrigger.

The data readout through the detector links is triggered upon a L2A. The L2A and reject signals are
not required at the detector front-end and are shipped to the appropriate functional units of the global
tracking unit. The Level-2 (L2) decisions are in isochronous order, thus simple accept/reject signal pairs
are adequate. A L2R simply frees the appropriate event buffer space within the global tracking unit.

The architecture outlined above allows the implementation of the local tracking units (LTU) as sim-
ple state machines that operate after a pretrigger up until they receive a clear. Only two fast signals
(TRDTrigger and clock) are required to be distributed to all MCMs. The LTUs implement the additional
feature handling the assertion of the TRDTrigger signal for two or more contiguous LHC clocks as clear.
No specific clear signal is required. This scenario operates the TTC in a simplified mode, using the
L0A channel for all synchronous triggers. However, given the short latency budget for the pretrigger,
the TTCvi root module would have to be located close to the TTC point of presence. Should this turn
out to be a problem, then the pretrigger has to be distributed individually. The rest of the signal coding
would remain unchanged. The implementation of this coding can be done in a simple programmable
logic device (PLD) as part of the TRD trigger logic.

5.7 Interface to the ALICE trigger system

The TRD requires a fast pretrigger as a wake-up signal. The sole purpose of this signal is to allow
the operation of the digital components within the system in low-power mode while the system is in
stand-by. The timing requirements for this signal are discussed in Section 5.6. The pretrigger has to
be issued before the ALICE CTP has issued a L0 trigger. It is implemented as a minimum-bias trigger.
Further, in order to have clean events within the TRD, particularly for Pb-Pb running, the TRD requires
the pretrigger to be pre-history and pile-up protected. Future protection is implemented by rejecting
appropriate pile-up events at L1 time. All TRD related triggers have to be counted before and after dead
time by the CTP in order to allow proper calibration.

Given those requirements, the integration of the TRD is more complex than a canonical, stateless,
dead-time free trigger detector or a generic detector, which is triggered by L0A or L1A, such as the TPC.
Figure 5.7 sketches the architecture. The critical path timing of the pretrigger is designated by the thick
line (the signal). The pretrigger is issued by a fast minimum-bias trigger detector, which is routed directly
to the TRD using the shortest possible path in order to minimize its latency. A second independent copy
of the signal, which is less time critical, is routed to the CTP. In order to avoid unnecessarily waking-up
the TRD electronics, the pretrigger is to be issued only in case of a clean history. This functionality
has to be implemented by the TRD system as it is in the critical path of the pretrigger and the time to
route signals to and from the CTP would far exceed the maximum allowable latency. The clean TRD
minimum bias signal can be recreated by the CTP. In general, past protection is easily implemented by
using a retriggerable one-shot, which is triggered with the minimum-bias trigger and which has a decay
time corresponding to the TRD drift time. The resulting pretrigger signal is relevant only in case of the
TRD being idle, which is sketched in 5.7, by gating the clean minimum bias signal with the TRD BUSY
status. The TRD BUSY itself is started by each valid pretrigger and cleared either by rejecting the event
or after the L1A related readout has completed. The valid TRD pretrigger wakes up the TRD digital
electronics and starts the TRD state machine as sketched in Figure 5.5. This signal is forwarded to the
CTP, where it is treated as regular L0 trigger input. All trigger classes, including the TRD, require this
signal to be present.

A TRD pretrigger may or may not result in an appropriate TRD L0 trigger. Not receiving a L0 trigger
at the specified time slot will be handled as an abort. Should the TRD receive a L0 trigger at any other
time, an error is flagged and the trigger is ignored. Such a scenario would most likely be caused by L0
trigger classes involving the TRD, but without requiring the TRD pretrigger as input.
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Figure 5.7: TRD Pretrigger architecture. Note: the TRD past/future protection is implemented as programmable
counters, and such can be configured within a range of 1...100 µs . The past protection located on the TRD
detector is logically part of the CTP and configured by the CTP in order to guarantee coherent configuration. In
case of coincident running with another detector requiring a larger past protection, such as the TPC, the TRD past
protection will be adjusted accordingly.

After receipt of the L0, the TRD trigger will proceed to determine its trigger decision, which it
forwards to the CTP at the 6 µs mark, and which may result in either a L1 accept or reject, depending
on the trigger class or classes.

The TRD can be aborted at both L0 and L1 time. It should be explicitly noted that the TRD will
abort only upon an appropriate CTP decision and never by itself. Any pile-up related aborts have to be
issued by the CTP.

Past and future protection is standard circuitry, which is implemented by the CTP. Another detector
requiring such logic is the TPC. The only variation is the different time constant of 2 µs instead of
80 µs in case of the TPC. The fact that the past protection circuitry is mirrored by the TRD should be
considered as an implementation detail solely driven by the pretrigger being in the critical path. The
appropriate logic within the TRD front-end will be connected to the Trigger DCS in order to ensure
coherent configuration. However, only a very small number of parameters is concerned here, which do
not change often. Architecturally, the past and future protection logic has to be part of the CTP in order
to allow for proper cross-section calibration. All future protection is implemented by the CTP and results
in rejecting pile-up events at L1 time. However, in order to reduce the overall TRD dead time and power
consumption, TRD pile-up should also be used as qualifying input to the appropriate L0 trigger. This
results in all pile-up events happening during the first half of the drift time being rejected before the
high-power digital circuitry is even enabled.

The TRD BUSY signal is not required for normal trigger operation as it is already included in the
TRD pretrigger. This is also driven by the long roundtrip delays to and from the CTP. However, in order
to allow for proper counting of before/after dead time, this signal is sent to the CTP.

It should be noted that the TRD BUSY must not be qualified for trigger selection as this would always
prevent TRD L0 triggers due to the nature of the TRD starting early with the pretrigger and, thus, also
asserting its BUSY early.
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In summary, the TRD will deliver to the trigger system its dead-time state (BUSY) plus the TRD
trigger bits, consisting of one bit for each trigger type plus the region of interest bit mask selecting sector
and hemisphere (2x36 Bit). All other trigger signals received from the CTP (L0A, L1A, L1R, L2A, L2R)
are received centrally at the TRD point of presence and distributed appropriately within the TRD.

5.8 Multi-Chip Module (MCM) overview

The number of channels per MCM is driven by various parameters, resulting in the choice of 18 channels
per MCM. On one hand, the tracklet preprocessor architecture requires only processing of neighboring
pads of one pad row. The preamplifier inputs are the direct pad signals. In order to minimize the
pad capacity, signal crosstalk and pad-to-pad variations, the maximum length of any given pad trace is
limited to about 100 mm. Further, the number of channels per MCM or local tracking unit (LTU) and
preamplifier chip (PASA), respectively, drives up the chip size, and thus drives down the yield. However,
this additional cost is offset by the production cost of the MCM itself, which does not scale much with
the number of channels, as one channel adds only one analog input and a few bonding wires because
most of the additional circuitry is consolidated into the LTU on the MCM. The resulting optimum is 18
channels per MCM and 8 MCMs per pad row.

A number of scenarios was iterated with respect to the architecture of the MCM. The original ap-
proach of rather large readout boards required the MCMs to be mounted using mezzanine connectors.
Therefore, the only components on the motherboards would have been such connectors, simplifying the
production. However, even in that scenario, the cost for just the connectors was rather high.

The baseline scenario (refer to Chapter 4) implements small enough readout boards, so that they
could be mass-produced using standard production facilities. This architectural choice enabled the im-
plementation of the MCM as Ball Grid Array (BGA), which can be produced and soldered without
requiring expensive mezzanine connectors. The disadvantage is the increased complexity for replace-
ment of a given MCM. However, taking into account the effort required to remove a chamber for repair,
the additional BGA soldering to replace an MCM becomes a minor issue. On the other hand, the number
of I/O pins per module is now a small contribution to the overall cost. The choice to use soldered BGAs
as opposed to MCM mezzanine cards mounted via connectors resembles a trade-off between overall cost,
material budget and maintainability.

5.9 MCM prototypes and performance

5.9.1 Prototype Motherboard

The first digital chip that was designed is a prototype of the tracklet preprocessor (TPP) in the AMS
0.35 µm process, which also implements appropriate readout circuitry. One of the goals for this chip was
to better understand the noise introduced by the close proximity of fast digital clocks and sensitive ana-
log preamplifiers. In order to test the tracklet preprocessor prototype, together with the well-understood
existing discrete preamplifier, an appropriate motherboard was designed, hosting both the tracklet pre-
processor and the digital readout chip. Figure 5.8 shows the device. It hosts eight ADCs, the digital chip
in the ceramic package, and some additional glue logic for generation of miscellaneous signals, such as
clocks.

5.9.2 Prototype MCM

The block structure of the MCM reflects the already discussed connection diagram of the tracklet pre-
processor prototype 1 with eight channels: Preamplifier Chip with 8 analog inputs/outputs, 10 ADCs
(including two neighbouring channels, 8 Bit NSC3 ADC08351), the tracklet preprocessor itself, and the

3National Semiconductor, www.national.com
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Figure 5.8: Prototype Motherboard.

connectors. There are two possibilities to deliver the data of neighbouring analog channels of MCMs:
analog or digital. In the fist case, there are two extra ADCs on the MCM that digitize the analog signal,
coming from the neighboring MCMs. In the second case, the digital outputs of the boundary ADCs
from adjacent MCMs are fed in parallel to the MCM. The tracklet preprocessor prototype 1 has 5×8 Bit
inputs for ADC data; each of the two ADCs are combined together with a common readout bus and
multiplexed in time. This is possible, as the ADC sampling rate is 10 or 20 MHz, while the tracklet
preprocessor works at the 4× speed (40 or 80 MHz). The two ADCs, belonging to the same readout bus,
have 18 common pins and only the OE (output enable) and Vin (analog input) lie on different networks.
We decided to solder the second ADC directly onto the first one, while the two pins mentioned above
are connected to the board via small vertically-mounted SMT 0 Ω resistors. This topology saves a lot
of space and vias on board. Some technical details: the MCM is a twin-layer board, and with minimal
distances/route widths 6 mil/6 mil (152 µm), the size of the board is 51× 40 mm2. There are two FPC
connectors (30 pins) for inter-MCM communication, one FPC connector (18 pins) for the command bus
and one FPC connector (18 pins) for the analog inputs. All FPC connectors are commercial 0.5 mm
pitch connectors (eg. HARWIN4).

The first MCM was mounted on a small universal board. Color Fig. 7 shows a photo with both the
preamplifier and digital back-end chip integrated. The ADCs are implemented as discrete chips with two
stacked on top of each other in order to save space. This carrier board contains the voltage regulators (two
3.3 V, one 1.65 V), a quartz oscillator, and normal connectors for easier tests. The digital control/readout
was made by an universal PCI I/O board (already used for tests of the tracklet preprocessor). Due to
difficulties at bonding of the digital chip, some inputs from one pair of ADCs were accidentally shorted
to ground and therefore the corresponding two ADCs were not soldered on the MCM. The primary aim
of the MCM was not to test the tracklet preprocessor as a digital chip, but to test the MCM technology
and to estimate the performance when we put in close proximity a high-speed digital chip (TPP), several
pipelined ADCs, and a very sensitive analog chip (PASA).

Figure 5.9 shows the digital output of one ADC with reduced reference voltage. The input of the
corresponding preamplifier channel was open. If there is a signal applied to an adjacent channel of the
preamplifier (so that we have maximal amplitude at the preamplifier output), there appears a disturbance
for 1-2 time bins, with amplitude 1-2 LSB of the ADC. If we short the input of the preamplifier to ground
and apply the same signal to the adjacent preamplifier input, we do not see any change at the output of the
ADC. In this case, however, the first stage of the preamplifier with grounded input is out of DC stability,
while the second stage of the preamplifier is still DC stable and delivers normal voltage to the output. In
Fig. 5.10 the shaped pulses measured from six ADCs are shown. There is a slight shape variation in one
of the channel.

4HARWIN Components, www.harwin.com
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Figure 5.9: ADC response on MCM with digital clock enabled. For this test, the ADC reference voltage was
reduced in order to increase its gain. Only the least significant bit changes.

Figure 5.10: Superposition of all analog channels digitized with the ADCs on the MCM and readout by the
tracklet preprocessor. The ADCs are implemented as discrete chips.

5.10 Design for test

For a high yield in the production of multi-chip modules, it is essential to verify the chips before bonding.
There are two chips on the MCM, which will have to be tested independently prior to assembly. However,
this testing requires only simple functionality testing as it already will identify most of the broken chips.

5.10.1 Preamplifier

A cheap and fast solution for analog functional testing is the use of a factory standard automatic digital
tester. A 4 Bit DAC will be implemented on the preamplifier die together with the appropriate means to
inject different charges, defined by the DAC, into the preamplifier front-end. The highest DAC setting
would correspond to a PASA output pulse which has an amplitude close to the ADC full scale. This pulse
can be easily measured by the digital tester if its readout thresholds are adjusted appropriately. Care must
be taken in order to prevent this circuitry from increasing the preamplifier’s channel-to-channel crosstalk
and input capacitance. A simple internal state machine is programmed through an external single-ended
two-wire serial interface, such as Philips5 I2C. This state machine implements one enable bit per channel,
thus allowing any combination of channels to be activated. The DAC is programmed through the same
interface. The clock required for this test controller is held low during normal operation, thus keeping the
logic in stand-by and not generating any digital noise. This circuitry allows simple functional verification
of the preamplifier chip while being operated on a digital tester and using its digital inputs with an
adjustable threshold.

5Philips Semiconductors, www.semiconductors.philips.com
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5.10.2 Local Tracking Unit (LTU)

All major building blocks of the LTU will be encapsulated by JTAG boundary scan logic (IEEE 1149.1),
allowing for the isolation and diagnostics of errors. However, since the LTU implements a multi-
processor, in-situ self-testing is implemented, which includes the testing of all internal memories and
registers. The event buffers can be uploaded with simulated events. The tracklet preprocessor can be
configured to process this data, instead of reading the ADC outputs and filling the event buffers. The
test routines can be uploaded quickly via the readout tree when configured in upload mode. Given the
available four processor kernels, four test instructions can be executed per clock cycle, for example, si-
multaneously testing four regions of the data memory, thus allowing shortening of the test time. This
mode results in the test vectors basically uploading the test program and data, providing the clock, and
expecting the test results.

5.10.3 MCM testing and verification

After assembly, the MCMs require testing and burn in. The test infrastructure required shall be as simple
as possible in order to allow a large number of modules to be tested. Allowing six months for the testing
of all MCMs for the entire detector requires, for example, the completion of one MCM per minute,
assuming an eight-hour work day. These tests are expected to be performed periodically in-situ when the
detector is idle. The MCM shall be able to complete such testing with a minimum of external additional
logic. The list below specifies the MCMs self-test functionality.

• verification of checksum on internal code and data RAM

• memory read/write testing on all internal memories (code, data, event buffer, look-up tables, con-
figuration registers)

• processor configuration, synchronization

• test of core register file

• test of tracklet preprocessor by uploading simulated events first into event buffers, then configuring
the tracklet preprocessor to accept input from the event buffers rather than from the ADCs, and
finally by performing a regular trigger and verifying the results in the sum memories

• measurement of supply voltage while switching on fast clocks

• measurement of tracklet processor chip core temperature during burn-in and in-situ

• injection of test charge (6 Bit granularity) into any individual or group of preamplifier channels,
allowing the measurement of crosstalk and linearity of each individual channel.

• measurement of analog supply voltage during acquisition

Each MCM will carry an unique ID. Test and repair cycles will be archived in a database and stored
for the lifetime of the experiment, based on this ID. The MCM test software running on the tracklet pro-
cessor will utilize its readout bus in order to forward status and progress messages to the test environment.
This scenario allows a large number of MCMs to be tested simultaneously.
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6 Electron trigger with the TRD

6.1 Physics motivation

The study of rare probes with cross sections in the order of ≈ 100 µb (corresponding to probabilities
per collision of ≈ 10−5) to diagnose the properties of the QGP requires dedicated triggers to enhance
the events containing the signals. Especially electromagnetic probes that are not affected by hadronic
reinteractions and therefore provide the most direct view of the reaction scenario need a substantial
effort due to their small cross section. Equally rare are the electromagnetic decays of hadron resonances,
of which the heavy vector mesons J/ψ and ϒ are of special importance due to the expected signatures of
their yield for specific plasma conditions [1–3].

The ALICE data acquisition has to serve all the different parallel trigger requests for the various
physics observables; for the sake of the present discussion it is assumed that the bandwidth available for
high pt electron physics is limited to an equivalent of 20 Hz of central events. Under those conditions
about 2 ·107 events per year of ALICE operation will be recorded for the TRD trigger.

To test various models and resolve ambiguities it is of utmost importance to measure differential
distributions, i.e. the transverse momentum (pt) and the centrality dependence of the signals. A trigger is
especially needed for i) large transverse momenta of the resonances that are typically suppressed due to
the exponential fall-off of the spectra and ii) for large impact parameter events for which the probability
to produce the interesting probes is substantially reduced.

In order to make a variety of physics signatures accessible to ALICE with sufficient statistics, the
TRD trigger is designed to i) find and select tracks with transverse momenta of more than 3 GeV/c, ii)
separate electrons from pions and iii) allow to compute correlation quantities like the invariant mass of
track pairs or the multiplicity in spatial regions.

The physics observables that benefit from the TRD trigger are:

• J/ψ production at large transverse momentum

• ϒ production

• The Thermal Dilepton Continuum in the invariant mass range from 4 to 9 GeV/c2

• Jet production with Jet Energies of more than 100 GeV

The di-electron capability of the TRD will be used to measure observables at midrapidity and thus de-
livers (complementary to the di-muon arm) valuable information for the diagnostics of the plasma under
the most clean conditions, i.e. at the highest energy density combined with the lowest net baryon density.
An unique advantage is the possibility to correlate rare probes with the other information obtained with
the central ALICE detector in the same rapidity interval on an event-by-event basis.

To make efficient use of the solid angle available for the TRD, the trigger system has to cover the
whole range in rapidity and transverse momentum with a high and uniform efficiency. The system is
designed for a minimum bias measurement since important information is contained in the production
rates the rare probes for different impact parameter [2, 4].

There is a large uncertainty about the multiplicity to be expected for Pb-Pb collisions at LHC en-
ergies (see discussion in Chapter 12). The system works well even for the maximum possible central
multiplicities of dN/dy = 8000, but substantial improvements are achieved for minimum bias conditions
or if the central multiplicity is significantly below 8000.
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6.2 Concept

The TRD trigger (and the whole detection scheme) is implemented to select on high pt electron pairs ex-
ploiting the transition radiation signature on a 5 µs time scale. Therefore the trigger scheme is organized
in the following way (see Fig. 6.1):

GTU

LTU

α

TRD detector
6 layers

~3
m

d=
3c

m

Figure 6.1: Trigger scheme.

1. Local track segment (tracklet ) search independently in all chambers of the detector in parallel
processors called Local Tracking Units (LTU).

2. Selection of stiff tracklets by means of maximal deflection compared to that expected for straight
(pt = ∞) trajectories.

3. Computation of particle identification (PID) information based on the total energy loss and the
depth profile of the deposited energy.

4. Shipping of data from all stiff tracklet candidates (pt ≥2 GeV/c) to a global tracking unit (GTU).

5. Selection of high transverse momentum candidates by requiring a sufficient number of merged
tracklets (3 out of 6) with a global deflection corresponding to pt ≥2.7 GeV/c.

6. Computation of the global particle identification information from combination of the local PID
measures.

7. Global counting of positive and negative track candidates (possibly also within a given area).

8. Computation of two-particle correlation quantities like the invariant mass.
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9. Transmission of the result to the ALICE trigger (Central Trigger Processor).

The identification of interesting physics signals by the TRD requires to inspect all Pb-Pb interactions
for the occurance of rare probes, i.e. the trigger has to run at minimum bias event rates. Since the gating
grid of the ALICE TPC cannot be opened at this rate the trigger decision based on the TRD detector
alone has to become available on a time scale that is short as compared to the total drift time of the TPC
(TTPC = 88 µs). A decision time of about 6 µs is considered acceptable since the delay in opening the
gating grid involves at most a shortening of some tracks in the TPC at large forward/backward polar
angles. Alternate scenarios like opening the gating grid with the minimum bias trigger rate and closing
it with the non occurance of the TRD trigger are also under discussion. In any case the whole trigger
sequence needs to be completed within a maximum decision time of about 6 µs.

With the envisioned maximum multiplicities of up to 20000 primary charged particles in the accep-
tance of the TRD detector the implementation of the trigger scheme dictates a massively parallel com-
puting model. The most demanding part is the online tracking of the full event with high enough quality
to select events that occur with probabilities of the order of 10−5. The whole architecture described in
the following is optimized to achieve this goal.

6.3 Hardware implementation
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Figure 6.2: Trigger System Overview

Within the detector enormous amounts of data
are produced on the lowest level, which have
to be processed in a very short time. To re-
duce the incoming data volume as early as
possible successive selection steps are imple-
mented. Figure 6.2 shows the different pro-
cessing steps with the associated amount of
data.

6.3.1 Trigger concept

The basic idea of the trigger system is to find high-momentum electrons and separate them from pions
by a reconstructed track line and a transition radiation (TR) signature. The electron-pion separation is
performed via the TR photons, which are primarily detected at the end of the drift-time (see Figs. 11.10
and 14.20). The track reconstruction algorithm takes the known track model for high-p t particles into
account. Such particle tracks are essentially perpendicular to the readout chambers pad plane, neglecting
the Lorentz angle and the fact that the chambers are flat. For a detailed geometric layout of the chambers,
refer to Chapters 2 and 4. Only a small number of channels is required to read out a complete track,
allowing for the implementation of a tracklet reconstruction engine in a highly parallel fashion. In the
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following we will refer to a tracklet as the segment of a track in one readout chamber. Tracks with a
large inclination angle, and thus a low transverse momentum, are not included in the tracking model and
are therefore ignored. All space points above one given pad are considered to belong to the same tracklet
and are included in a straight-line fit. This method performs worse as the occupancy increases and
eventually fails in case of a multi-track pileup above a given pad. This has been taken into account in the
microscopic simulations of the trigger (see Section 6.4). Tracks with a large deflection angle crossing a
stiff track will distort the position resolution in the region of overlap. However, the corresponding pileup
clusters can be detected at the hit level and will be excluded from the fit.

Figure 6.3: The tracklet fitting principle. The pad row runs in y direction. The drift direction is radial.

An overview of the tracking principle is sketched in Fig. 6.3. The ordinate identifies the pad row of
the detector, along which the track is bent in the magnetic field. The abscissa shows the drift direction,
discretized in a number of time bins (configurable up to 32). The trigger system calculates for each time
bin and channel the position of a cluster based on charge sharing.

Due to the pad response function, on average, 2.4 pads are hit by a high momentum track. Pads with
a local maximum in charge deposit are selected and the precise y position of the corresponding hit is
determined from the pulse height of this pad and its two neighbors for every time bin. The position is
determined based on lookup tables and indexed by the pad amplitude ratios center/right and center/left.
For a well defined charge sharing one of this ratios suffices for position reconstruction. Given the in-
volvement of three pads and therefore a second redundant position measurement per time bin, pileup hits
can be detected and rejected on a time bin basis. Refer to Section 6.4 for a detailed discussion of the
online chamber position resolution.

The trigger is designed to perform a straight-line fit based on the calculated space points in y as a
function of drift-time. As described in more detail in the next section, during the drift-time, for each
channel the input parameters for a straight-line fit are calculated and updated in sum memories. After
the drift-time, the trigger processor calculates the final tracklet parameters such as the slope, intercept,
variance, etc.. Only tracklets are considered, which involve a maximum of four pads, corresponding to
a maximum y-deflection of one pad. After this operation each individual tracklet candidate is subject to
an angle and (possibly) particle identification (PID) cut, selecting high-p t tracklets . The PID is based
on energy deposit (see Sections 6.4.5 and 11.5). Low momentum particles have a large deflection in the
bending plane. They will be rejected either by slope or they will not meet the criterion on minimum
number of space points required for a valid tracklet . The tracklets identified as high p t (electron)
candidates are shipped through a read out tree to the global track matching unit, which combines the
tracklets of the six TRD layers into one track with improved momentum resolution and PID.

The whole of TRD electronics is arranged in groups of 18 channels (adjacent pads in the same
pad row), mounted on multi-chip-modules (MCM). The charge-sharing and finite deflection of high-p t
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tracklets require the neighboring MCMs to share the data of their borderline channels. For example,
for the position determination via charge-sharing of channel 17 (counting from 0) of MCM m, channel 0
of MCM m+1 is required and vice versa. In order to not have tracking inefficiencies at MCM borders,
tracklets with the maximum foreseen inclination have to be considered, as sketched in Fig. 6.3. One
possible implementation could be the exchange of the content of the tracklet SUM memories, which is
calculated during the drift-time, at the end of the drift-time for the calculation of the complete tracklet
parameters. However, this would result in an increased processing latency due to the required data
exchange, which cannot be pipelined. On the other hand, the inclusion of a second channel (for example
channel 1 of MCM m+1) would allow the complete reconstruction of a boundary-crossing tracklet on
MCM m. Note that no further efficiency will be gained by the shipping of channel 16 of MCM m to
MCM m+1 as the given tracklet will already be reconstructed by MCM m. Therefore, the total number
of inputs on each 18-channel MCM is 21, where two channels are shipped to and one is received from
MCM m−1 and one channel is shipped to and two are received from MCM m+1.

Simulations have shown that communication between two chips in z direction is not necessary (see
Section 6.4). Tracklets split in that direction can be recombined at the level of the global tracking unit.

6.3.2 Local Tracking Unit (LTU) functionality

An overall picture of the electronics is given in Fig. 5.2. The LTU functionality includes everything after
the ADC. It comprises a so called tracklet preprocessor (TPP), which includes storage of the raw ADC
data in the event buffer, a MIMD microprocessor, which subsequently computes and selects the tracklet
and the read out part.

Figure 6.4: Functionality one dedicated channel of the preprocessor.

The TPP performs data acquisition from the 21 ADCs and, in parallel, executes the required tracklet
preprocessing in order to speed up the determination of the track parameters after the drift-time ends. Its
functionality is shown in Fig. 6.4. The tracking model assumes a straight-line fit according to :

yi = a+bxi, (6.1)

where i is the time bin number. The resulting slope and intercept for N space points (x i,yi) are defined
as :

b =
N ∑xiyi −∑xi ∑yi

N ∑x2
i − (∑xi)

2 ,a =
∑x2

i ∑yi −∑xi ∑xiyi

N ∑x2
i − (∑xi)

2 . (6.2)

The space points are given by the drift distance xi and the measured position yi along the wire.
Although the y-position resolution depends on the total charge of the cluster, the fit is not performed with
weights as those would have required more hardware. All N clusters are just required to have a minimum
total charge (the sum of three neighboring pads), which can be configured.

All digitized ADC values are stored in the event buffer. The various sums shown in equation 6.2 can
be accumulated during the drift-time in a multi-ported register file (FIT), implementing read-modify-
write cycles. At the end of the drift-time, all required input parameters for the fit are stored in the
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appropriate registers of the fit register file. At that point, the fast clocks are enabled, starting the multiple–
instruction–multiple–data (MIMD) processors and computing the tracklet parameters according to equa-
tion 6.2. This final computation requires only multiplication, addition and one division. The start and
end time of the fit algorithm can be configured within an interval of up to 32 time bins.

A space point is always assigned to the pad carrying the maximum signal. However, valid tracklets
can span two pads, which results in those tracklets being split over these two pads as their cluster
maximum moves from one pad to the next (Fig. 6.3).

In order to avoid tracking inefficiencies, those tracklet segments have to be merged. The merging
makes use of the constant width ∆y of the individual pads which allows for the derivation of the combined
sums from the two adjacent channels (p, p+1). Parameters for the full tracklet with respect to channel
p are computed by merging its data with the data from channel p+1 :

∑xi = ∑
p

xi + ∑
p+1

xi ,∑x2
i = ∑

p
x2

i + ∑
p+1

x2
i (6.3)

,
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p
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y2
i +Np+1∆y2. (6.5)

The sum of y2
i is required for the computation of a fit quality parameter.

This functionality is implemented by the MIMD processor. In order for a tracklet segment to be con-
sidered, it has a programmable minimum length of typically four measured space points. The equations
are symmetric whether a left or right neighbor is merged. Therefore, it is sufficient to always have one
predetermined side here, which will be the ascending pad number.

6.3.2.1 Tracklet Preprocessor

The TPP calculates parameters from stiff tracks of 18 data channels for a linear fit during the drift-time
of 2 µs . All TPP configuration parameters can be set externally. The whole architecture (as shown in
Fig. 6.5) can be split into three sections.

• The first part is the front-end interfacing to the ADCs, which are also implemented on the chip.
This stage integrates the event buffers to store the raw data for later read out upon a L2 accept and
a logic block to select space points in real-time for all channels simultaneously. Also, two lookup
tables (LUT) per channel are implemented. The first LUT builds the ratios between the center and
neighbor pads, and the second calculates the position on the current pad.

• The second part of the TPP calculates the parameters needed for the fit.

• The third part is the read-modify-write block (FIT), which allows for updating of the various sums
in one clock cycle and provides support for the interface to the MIMD processor described in
Section 6.3.2.

Now follows a more detailed description of the functionality and architecture of all three parts.
For each clock cycle, the sum of three adjacent channels is built for each channel. An incoming data

value is accepted as an interesting data point if two conditions are met :
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(i) The amplitude of the left, Al , and right, Ar, channels are smaller than the middle channel Ac

(Al < Ac and Ar ≤ Ac).

(ii) The sum of these three amplitudes is greater than a configurable threshold th, i.e. A l +Ac +Ar > th,
which can be set to full scale in order to mask any given channel.

This first block operates at the sampling frequency of the ADCs of about 10 MHz. Note that in
order to keep all internal clock frequencies as low as possible (ADC clock), more logic than absolutely
necessary is used here. The arithmetics is fast enough, easily supporting a 4× or higher multiplexing,
which is not implemented in order to avoid higher clock frequencies and related digital noise.

If a three-channel amplitude group meets the specified conditions, a four-parameter block (Ax, As,
ID, hit) is queued for further calculations. It contains the amplitude Ax of the larger of the left or right
neighbors of the current channel, the sum amplitude As of these three channels, the channel number ID,
and a flag hit that indicates that the data from this channel form a valid candidate to compute further fit
parameters. If no channel complies with the hit conditions, nothing is calculated or stored in the register
file (FIT). For each valid time bin, the acquisition kernel computes the following set of parameters : x i,
yi, xi · yi, x2

i , y2
i , hc, trd. The parameter xi represents the position in drift direction and is encoded as

a sampling time bin number. The parameter yi is the location of the charge cloud in the given time
bin in y direction, which is determined using two lookup tables, encoding the pad response function
and providing two independent measures of the position. The comparison of the two ratios with the
tabulated expectation based on the pad response function allows at this stage also to reject merged hits.
The parameter hc is a flag that for a valid group is one and the update of which in FIT encodes in the end
the number N of space points for a tracklet (see equation 6.2). The parameter trd reflects the amplitude
of the group.

In the third part, the calculated parameters are used to update a read-modify-write memory (FIT). In
each cycle, a full parameter line is read out and the sums of the calculated parameters are written back
to the memory. For each data channel, a memory line for all parameters is implemented. The fit register
is also the interface to the MIMD processor, which works on these calculated data after the drift-time.
While the TPP works in acquisition mode, the MIMD processor is in sleep mode with its clocks disabled.
At the end of the drift-time, if parameters were calculated, the TPP wakes up the MIMD.

Figure 6.5: Schematic block diagram of the TPP chip.

The TPP block diagram is shown in Fig. 6.5. Altogether, the TPP comprises the following building
blocks : 19 data channels with event buffers capable to store the ADC values; a cluster finder to select
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interesting data and sum three channels (’Condition Check’); a unit that selects up to four clusters (largest
amplitudes) for further processing (’Hit Select Unit’); a position calculation block to calculate the fit
input parameters; and a read-modify-write memory block to store the calculated data in the register file
(’FIT’) which is also the interface to the MIMD processor. Note that the 19 channel TPP includes 2+1
additional channels of its neighboring MCMs and thus from different preamplifier chips (refer to section
6.3.1), which are already digitized and stored at these neighboring MCMs. In order to verify the gain
matching between the different chips these shared channels are archived also within the TPP. In addition
to the basic functional blocks, each channel has a configurable block to subtract a pedestal and apply a
threshold. Each block contains two fast multipliers, as provided by the library of the silicon synthesizer,
and one special divider that is implemented as a lookup table. The special divider actually approximates
the division by transforming the data to a logarithmic scale. This is realized by generating logic from
lookup tables and adjusting the precision of the calculation to the quality of the measurement process.
The next chapter describes the building blocks in more detail.

Front End

The front-end works with a frequency of about 10 MHz, and provides the interface to the integrated
ADCs. Each chip receives data from 21 ADCs, and each data channel receives data from three ADCs :
from the current ADC, and from its left and right neighbor. First, a multiplexer selects the larger value
out of the right and left channel; this choice is made by a comparator block (see Fig. 6.4). Then the ratio
to the center channel is built and the position yi is calculated. Both, the normalization and the position
reconstruction can be performed by programmable look-up tables.

Configuration

The TPP allows for individual configuration of pedestal, thresholds and drift length. The pedestal
value can be configured for each channel in the TPP. The pedestal is 10 Bit wide, thus allowing for the
elimination of defect channels. The second is the 12 Bit wide threshold that is used to check the th
condition in the TPP. It also serves for the zero suppression that eliminates noise. The drift length, a 6
Bit number, is necessary to configure the address counter of the event buffer. The event buffer starts to
fetch data when the pretrigger is detected in the chip and stops when the address counter reaches the drift
length. This is common for all 19 channels in a chip.

The TPP configuration is done by the MIMD processor in a programmed I/O fashion, when in the
configuration state. A device is added to the I/O memory space supporting the TPP configuration func-
tionality. In order to keep on-chip routing simple and to avoid complex configuration buses the TPP
configuration is shifted in or out sequentially, allowing to implement the configuration registers as shift
registers. There is, however, a shadow register allowing to (re)define the actual configuration in one clock
by copying to/from the shadow register. In order to set the configuration shift registers efficiently, one
of the MIMD CPUs writes to the TPP configuration logic. As a consequence an internal state machine
shifts the received 32 Bit wide configuration word sequentially into a shadow shift register of the real
configuration register. The MIMD processor continues until all bits have been shifted in. The number
of bits in the shadow configuration register are always multiple of 32 bits. The shadow register is then
copied into the actual configuration registers by asserting an appropriate strobe signal, which is triggered
by writing to another defined region within the TPP configuration block. Configuration reads are imple-
mented equivalently, with the exception that the shadow configuration register is copied first from the
actual configuration registers and then read out by the MIMD processor, reading 32 bits per transaction.

The configuration parameters are taken from the MIMD processors global data RAM. They can be
uploaded during the LTU configuration using the serial configuration link. This link is terminated in a
configuration unit, having access to both the I/O bus and the global data RAM, using the address and
data bus of CPU 1 as sketched in Fig. 6.6 (see also section 6.3.3.6). However, the serial configuration
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Figure 6.6: Configuration of internal RAMs.

unit can also write directly to the memory mapped TPP configuration registers mocking the programming
functionality of the MIMD processor, supporting external configuration of the TPP without the assistance
of the MIMD processor.

Different operating modes

The TPP has three operating modes. By default, if not idle, it is in acquisition mode to receive
data from the ADCs and calculate all fit parameters. In the second mode, the event buffer is accessible
by the MIMD processor. Since there is no explicit store instruction for the event buffer, the ports are
accessed via the global I/O memory region and will be controlled by a dedicated register in the global
I/O memory. This mode will be used for self test functionality of the LTU. In the third mode, the TPP
reads its input from the event buffer rather than from the ADCs. In this mode an event can be replayed
or a known simulated event can be downloaded and run through the system in order to verify system
integrity. If chip real estate permits, it is planned to implement the event buffers deep enough in order to
allow having always a backup or stored event on-line, which allows to inject a simulated event with zero
dead time.

TPP prototype chip FaRo 1

The first prototype (FaRo 1) has been produced using the AMS1 0.35 µm CMOS process. This
prototype has eight data channels. The front-end is designed to work externally at 20 MHz and internally
at 80 MHz. The resulting chip integrates about 50k gates and has a core size of 14.4 mm 2. A test board
generating the required external clocks has been produced. As a pattern generator, an appropriate FPGA
was used, which implements a PCI core, thereby allowing access via PCI. The test vectors are generated
by software and downloaded through the PCI bus into the internal memory of the FPGA. On a trigger
signal, the FaRo chip is subjected to the previously downloaded test data and subsequently performs the
processing that takes place during the data acquisition time. Following this, the FPGA generates read out
signals and collects the results from the prototype. Then all data are shipped through the PCI bus into a
Linux PC’s memory and are compared with the expected data. The FaRo 1 chip was validated by testing
it with more than three million test vectors. The set of test vectors was designed to cover critical areas of

1Austria Micro Systems, www.amsint.com
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the design. In addition, randomly generated test vectors have been used. During the tests, no errors were
detected. The FaRo 1 test-board with the Orca FPGA board is shown in Fig. 6.7.

Figure 6.7: FaRo test board.

Calculation of the power consumption of the FaRo 1 TPP is done with a separate power supply for
FaRo in the test setup. A fatigue test shows that the power consumption is only dependent on the clock
frequency. One channel in the whole architecture has a power consumption of about 100 mW. The test
chip works internally with a fourfold clock frequency compared to the front-end. The test results are
shown in Fig. 6.8.

Figure 6.8: Power consumption of the FaRo 1 chip.

6.3.3 Tracklet processor

This chapter focuses on the architecture and functionality of the MIMD trigger processor which is inte-
grated into the read out system and will be implemented on the MCM that is described in Section 5.8.

6.3.3.1 Architecture and functionality

The architecture allows the concurrent execution of multiple threads on a shared memory and provides
an efficient means for inter-thread communication and synchronization. Four Harvard-style CPUs are
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closely coupled by sharing the same data and instruction memory. In addition, a subset of their registers
is globally accessible.

The task of the system is to execute flexible trigger code in less than 1 µs . As described, the TTP dig-
itizes and captures the amplitudes of 18 channels and executes a hard-coded algorithm, which provides
a first selection of up to four track candidates and calculates parameters for the linear fit.

This processing stage is performed by a four-node MIMD processor. Each node implements a pri-
vate register file and a global register file to share parameters and provide a means for synchronization.
To simplify the decode/fetch phase, all arithmetic instructions work register-to-register. The size of an
instruction is limited to a single 24 Bit word. The Harvard-style architecture foresees only two pipeline
stages : one fetch/decode stage and one execute/write back stage. The data and program stores are imple-
mented as shared internal quad-ported RAMs. The data RAM is accessible via load and store operations.
Data from the acquisition stage of the TPP are retrieved by a dedicated load instruction. The instruc-
tion set is RISC-like. In addition to the common arithmetic and logical operations, instructions have
been added to handle synchronization between the CPUs. An overview of the architecture is sketched in
Fig. 6.9.

Figure 6.9: Schematic block diagram of the MIMD processor.

Most instructions can be executed in two clock cycles. The four independent CPUs work on the data
from the TPP to execute four independent trigger algorithms simultaneously. Due to the read-modify-
write capability of the global registers, data conflicts in the pipeline are avoided. This allows for the
production of highly efficient code for the expected computations. First versions of the code indicate
that, in many cases, the results from one instruction are used during the next cycle. In deeply pipelined
RISC architectures, the results must be forwarded using dedicated data paths. As an alternative, no-
operation instructions (NOP) can be inserted into the instruction stream. This architecture avoids both,
the hardware and software the complications resulting from data dependencies.

The interface to external components is realized via the private register file. The CPU also supports
synchronization between the nodes by a synchronization register file. Writing to those registers creates
signals which, together with some additional instructions, provide a versatile means of synchronization.

Each node has a 32 Bit wide data path. Thus, for those arithmetic elements employing more than
32 Bit wide operands/results, multiple registers have to be used. As can be seen in Section 6.3.3.2,
only three operands can be addressed by one instruction. Thus, for the upper part of the results, a
dedicated register is used. Each implemented data memory is 32 Bit wide. The processor has four
independent instruction sequencers. The instruction memory is a full custom 24 Bit wide quad-ported
memory that is implemented as internal RAM with 2048 entries. The first test program requires about
200 entries (excluding the zero suppressing readout program) and we estimate that 2048 is enough for
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all enhancements. Each node has a separate decode block to decode the current instruction. The decoded
instructions are stored in a pipeline register. In every cycle, the nodes can fetch data from one of the
following sources : the private register file (pRF); the global register file (GRF); the fit register file (FIT)
containing the results of the TPP; the internal RAM; the global I/O memory; and the event buffer from
the TPP. To allow simultaneous access, the interface to the TPP is implemented as a multi-ported register
file (FIT) with a fixed assignment of a given tracklet candidate to a CPU, which is determined by the
TPP at the end of the drift time. Results can be written back either to the PRF or the GRF. It is expected
that a node works mainly on its PRF. To exchange data between nodes, the GRF or the RAM can be used.
To access the RAM, load/store instructions are used. The GRF has to provide four write and four read
ports to allow concurrent access by all the nodes. It has proven to be convenient to keep certain constants
in read-only registers. In this architecture, we have foreseen some constant values. These constants are
implemented by using two of the bits that encode the source register block. This mechanism can be used
to introduce up to 16 constants.

6.3.3.2 Instruction set and format

The RISC instruction set implements fixed-length 24 Bit wide instructions. Four major addressing modes
are supported : immediate, register direct, register indirect, and memory direct. Figure 6.10 sketches the
seven different supported instruction formats.

Figure 6.10: Instruction formats.

The instruction code is represented by a 7 Bit wide field to allow sufficient room for additional
instructions. Currently, 70 instructions are implemented. The supported instructions sketched in Fig. 6.10
are in the given order :

• Arithmetic, logical, rotate, move, compare, interrupt instructions, instructions for synchronization,
and register indirect load/store instructions

• Shift instructions

• Immediate Move and Load

• Immediate Compare and Store

• Immediate Branch instructions

• Register indirect jumps
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• Special instructions for synchronization and interrupts

Most of the instructions, known from general purpose processors are supported. However, there is
one extra group of instructions for synchronization between the CPUs.

The instruction set has no explicit instruction for subroutine calls. However, any register can be used
as stack pointer and the program counter can be linked, thus allowing the implementation of subroutine
calls. The whole instruction set is shown in Table 6.1.

6.3.3.3 Quad Ported Memory

A static RAM cell was designed to be used in the TRD trigger system. In the MIMD processor, it will
serve as instruction memory and internal RAM to provide access for the four CPUs in each clock cycle.
The shared instruction memory allows considerable savings in die area. Since the static RAM is as fast
as registers are, the system design is simplified.

To minimize chip area and power consumption, both of which are critical for this trigger processor,
a full custom macro cell has been developed in the AMS 0.35 µm CMOS process with three metal layers
and a VDD voltage of 3.3 V. It is a scalable memory block with a maximum block size of 64 lines
and a maximum line width of approximately 60 Bit. Special emphasis has been put on access time and
chip space utilization. Both implemented memories are organized in blocks of 64 lines. The instruction
memory includes eight multiplexed blocks with 24 Bit per line. The data memory consists of four blocks
with 16 Bit per line. All data ports are bi-directional.

Figure 6.11: Block diagram of a memory block, as well as a schematic and layout view of a one-bit cell.

The structure of one memory block is shown at the left side in Fig. 6.11. Each block includes an
independent set of address decoders (not shown), a write unit, a precharge unit, and a sense amplifier
for each port, which allows them to operate asynchronously. In addition, a block contains an array of 64
lines of SRAM bit cells.

A single bit cell, shown in Fig. 6.11 (right panels), consists of two cross-coupled inverters. Each
inverter is made up of one PMOS and one NMOS transistor. The PMOS transistor is connected to VDD
and pulls the output potential to VDD if the input is on ground level. The NMOS transistor is connected
to ground and pulls the output to ground if the input is VDD. The output of the first inverter is the input of
the second and vice versa. This system has two states. If the input of inverter one is at VDD, it pulls the
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Table 6.1: Instruction set of the MIMD processor.
No. Opcode Source 1 Source 2 Destination Description

0 NOP - - - No Operation
1 ADD PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a + b
2 ADC PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a + b + carry
3 SUB PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a - b
4 SBC PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a - b - carry
5 MUL PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a * b
6 MUS PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a * b
7 DIV PRF, FitReg GRF, PRF, FitReg - C = a / b
8 DIE - - - C = a / b
9 AND PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a & b

10 ATT PRF, FitReg GRF, PRF, FitReg GRF, PRF a & b
11 ORR PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a | b
12 COM - PRF, FitReg GRF, PRF C = ! a
13 NEG - PRF, FitReg GRF, PRF C = (! a) +1
14 EOR PRF, FitReg GRF, PRF, FitReg GRF, PRF C = a ˆ b
15 SHA implicit GRF, PRF, FitReg GRF, PRF C = a shar X
16 SHT implicit GRF, PRF, FitReg GRF, PRF C = a << X
17 ROR - GRF, PRF, FitReg GRF, PRF C = ROR(a, carry)
18 MOV - GRF, PRF, FitReg GRF, PRF C = a
19 MVI - implicit GRF, PRF C = implicit
20 CMP PRF, FitReg GRF, PRF, FitReg - a - b
21 CPI PRF, FitReg implicit - a - b
22 CPC PRF GRF, PRF, FitReg - a - b - c
23 BSS - implicit - branch if s
24 JSS PRF - - branch if s
25 BSC - implicit - branch if not s
26 JSC PRF - - branch if not s
27 BZS - implicit - branch if zero
28 JZS PRF - - branch if zero
29 BZC - implicit - branch if not zero
30 JZC PRF - - branch if not zero
31 BVS - implicit - branch if overflow (V)
32 JVS PRF - - branch if overflow (V)
33 BVC - implicit - branch if not overflow (V)
34 JVC PRF - - branch if not overflow (V)
35 BNS - implicit - branch if n
36 JNS PRF - - branch if n
37 BNC - implicit - branch if not n
38 JNC PRF - - branch if not n
39 BCS - implicit - branch if c
40 JCS PRF - - branch if c
41 BCC - implicit - branch if not c
42 JCC PRF - - branch if not c
43 BBS - implicit - branch if b
44 JBS PRF - - branch if b
45 BBC - implicit - branch if not b
46 JBC PRF - - branch if not b
47 BRA - implicit - unconditional branch
48 JMP PRF - - unconditional branch
49 SYN - - - wait on ALU
50 SYT - - PRF, GRF test wait
51 SEM - implicit - Set Syn mask
52 LRA - PRF PRF, GRF Load from RAM
53 LRI - implicit PRF, GRF Load from RAM
54 SRA PRF PRF - Store to RAM
55 SRI PRF - implicit Store to RAM
56 LBU - PRF PRF, GRF Load Evt.-Buff
57 LBI - implicit PRF, GRF Load Evt.-Buff
58 LPA - PRF PRF, GRF Load from private I/O Mem
59 LPI - implicit PRF, GRF Load from private I/O Mem
60 SPA PRF PRF - Store to private I/O Mem
61 SPI PRF - implicit Store to private I/O Mem
62 LGA - PRF PRF, GRF Load from global I/O Mem
63 LGI - implicit PRF, GRF Load from global I/O Mem
64 SGA PRF PRF - Store to global I/O Mem
65 SGI PRF - implicit Store to global I/O Mem
66 CLI - - - Clear Interrupt
67 STI - - - Set Interrupt
68 INT - implicit - Software interrupt
69 IRT - - - Back form interrupt

input of inverter two down, which subsequently pulls the input of inverter one up, and by this stabilizes
the system. This state can represent the digital value one. By reversing the inverters’ input potential, the
second state is achieved, representing the digital zero.

A single port of the bit cell consists of two minimum size NMOS transistors connecting the input of
inverter one to the bit line and the input of the second inverter to the not bit line. The gates of these pass
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transistors are connected to the word line, which is driven by the address decoder as mentioned later.
This setup is used for each of the four ports. The resulting load has to be taken into account in the

design of the inverters. In the worst case scenario, a single bit cell is addressed by all four ports. Then
the capacity of four bit/not bit lines has to be driven. This mainly results from the parasitic capacity of
the pass transistors of all bit cells in a column. This requires a layout of the NMOS transistors of the
two inverters with the threefold area of a minimum-sized transistor. The PMOS transistors can be kept at
minimum size. As a result, the cell can discharge a bit/not bit line quickly, but charging is significantly
slower, of the order of a factor 10. In total, a single bit cell includes two PMOS transistors, two threefold
NMOS and eight NMOS pass transistors. The cells are arranged in a rectangular grid. The power,
ground and bit/not bit lines run vertically through the cells, and the traces for the word lines are arranged
horizontally.

The area of a single bit cell is determined mainly by the eight pass transistors and the routing of the
four word lines and the eight bit/not bit lines. The resulting cell is 12.9 µm wide and 9.6 µm high. The
needed area is approximately 1.6 times that of a single ported SRAM cell with two pass transistors and
minimum size inverters.

The number of memory lines per block is limited by the maximum capacity a cell can drive in the
permitted time frame. As a compromise between large blocks and small inverters, we chose a block
length of 64. A bigger inverter can drive more memory lines. To realize a 128 word block, at least
fourfold-sized NMOS transistors are required. These transistors increase the effective size of a cell in
such a way that the block would require more space than two 64-line blocks. The reason for this is mainly
due to the fact that the threefold sized NMOS transistors can be placed in an otherwise free rectangle
formed by four pass transistors. These estimates take into account the peripheral logic.

To read out a memory line through one of the four ports, all bit/not bit lines of this port are first
precharged. Simultaneously, the address decoder decodes the address. Then the address decoder drives
the addressed word line. This triggers all bit cells from this word line to drive the precharged bit/not bit
lines. The sense amplifiers detect the voltage differences between these lines and write out the stored
bits. To write data, the address decoder has to decode the address and drive the addressed word line.
Instead of precharging, the write unit must drive bit and not bit lines to opposite levels. Depending on
the desired data value, the bit line is driven at VDD and the not bit line is driven at ground level or vice
versa.

Figure 6.12 shows the results from the simulation. In the simulation, a logical zero and a logical one
is read alternating from two bit cells. The first graph (top) shows the global clock signal that triggers the
pass transistors. The bit/not bit lines are precharged between two reading cycles, shown in the second
graph. To emulate the effect of the rest of the memory block, they are connected to the capacity repre-
senting the block. After all pass transistors have been enabled to simulate reading on all four ports, the
bit cell needs 4 ns to discharge either the bit or the not bit line. However, the sense amplifier needs only
1.7 ns to drive its output to 90% of VDD in case of a digital one, shown in the third graph. A standard
buffer (BU2) connected to the sense amplifier’s output provides the digital value 0.5 ns after the pass
transistors have been enabled, shown in the last graph. The address decoder needs 1.6 ns from applying
the address to enabling the word line. This time is used for precharging the bit/not bit lines. A complete
read cycle needs 2.1 ns from applying the address to the output of the digital data.

The whole memory block has also been simulated and the times mentioned above have been verified.
The chips have been received from the manufacturer but testing has not completed in time for this report.

6.3.3.4 Arithmetic Logical Unit

The ALU applies arithmetic and logic operations on two integer operands. It implements binary logic
(and, or, xor) and the full set of basic arithmetic operations, i.e., addition, subtraction, multiplication and
division as it’s used for the equations 6.1 to 6.5. In addition, bit shifts of variable distance can be applied
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Figure 6.12: Simulation results of reading from one memory cell of the Quad Ported Memory. The address is
produced with the clock signal clk. The second row shows the effected bit line and inverted bit line. The signals
senseamp out and dout show the output of the memory cell before and after the output buffer. The vertical lines at
40 ns show an access time of the core cell of less than 1 ns (plus address decode).

to one of the operands.

To allow efficient control of the program flow, the ALU generates five status flags : carry, zero, two’s-
complement overflow, negative, and signed. An auxiliary input port is available to allow integer division
with double-width dividends. Similarly, an auxiliary output port allows double-width multiplication re-
sults. All operations can work on negative integers in two’s complement representation. Operation is
controlled by a 4 Bit opcode, which is specifically optimized to minimize the need for internal control
logic. To improve design flexibility and reusability, the input and output data width is fully parameteriz-
able.

The primary implementation objective was to allow for high clock rates, while still performing most
arithmetic operations in a single clock cycle using a non-pipelined architecture. Further requirements
were low power consumption and the possibility to optimize the implementation for different clock rates.
These implementation goals suggest a modular design, thus decoupling parts for different complexity and
speed and allowing to switch the implementation of a component according to specific requirements.

The ALU main module implements only the basic operations like addition/subtraction and Boolean
logic. These operations are non-pipelined. Multiplication and division, being more complex operations,
are performed by separate modules for which several different implementations are available. These
implementations include both pipelined and non-pipelined designs. The available implementations for
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the divider include a CSA-based radix-4 divider [6], which has been constructed for high clock rates. For
the present version of the ALU, a data word width of 32 Bit is required. To minimize data dependency
problems with most of the operations, a fully combinatorial multiplier has been selected.

6.3.3.5 Synchronization

The MIMD implements four CPUs operating independently of each other. However, a means for syn-
chronization, wake-up from stand-by and the like, is required. Figure 6.13 shows a schematic view of the
GRF and the associated flag bits in each of the CPUs, forming a private 16 Bit synchronization register.
While each CPU has read/write access to all 16 GRF registers, the GRF is grouped into four sets of four
registers, where each given set is assigned to a particular CPU for use as a mailbox-type register in order
to implement the desired synchronization primitives. When writing to one of the GRF registers within
a set that is associated to a CPU, a corresponding bit is cleared in the synchronization register of all the
other CPUs. This global setting of flags, triggered by register access, is the foundation on which the
synchronization is based.

Three instructions are used for synchronization : SYN, SEM and SYT. SEM sets the local synchro-
nization register to the mask provided by the argument mask16. Then the program counter of this CPU
is suspended by the SYN instruction until the mask is completely cleared by write access of the corre-
sponding CPUs to their associated registers in the GRF. The SYT instruction copies the content of the
local synchronization register to the private register specified by the pRF argument. This mechanism
allows for the implementation of flexible synchronization patterns in software.

Figure 6.13: Synchronization mechanism.

6.3.3.6 Configuration

The trigger processor is configurable in the instruction memory, internal memory and some constants
that are used in the trigger program. The memory that contains the used constants is 16 words deep. The
currently used constants are listed in Table 6.2.

The memory of the interrupt handler from each CPU is accessible via the global I/O space. Each
interrupt handler has 16 entries in the I/O space. In total 64 words are required from the memory space
for the interrupt handler and can be configured by any bus master.

The internal RAM and the instruction memory are not located in the global I/O space, and thus a
priori not directly accessible. Hence, it is necessary to implement a mechanism that allows to configure
the internal memories. The instruction memory is programmable by a dedicated port from CPU 1. First,
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Table 6.2: Entries in the constant memory.
No. Constant

0 0
1 1
2 2
3 3
4 4
5 CPU ID (0-3)
6 chip ID
7 max. time bins
8 effective distance to the projection plane
9 unused

10 width of pad (in bins)
11 square of No. 10
12 0x8000
13 unused
14 -2
15 -1

the configuration unit (bus master) writes a specific word in the global I/O address space. Then the data
and address port are decoupled from CPU 1 and switched to a hard-wired path to the global I/O address
space. The memory is now accessible by reading/writing appropriate regions in the global I/O address
space. This is done by presetting a start address register first and then reading or writing subsequent data
words in an auto increment fashion. Finally, the data path is switched back to CPU 1, which is done by
another write cycle with a dedicated word in the I/O address space (refer to Fig. 6.6). The internal RAM
is configured in a similar manner.

The size of the I/O memory space is limited by the addressing scheme of the processor. Hence, the
memory has a limit of 2 k words. By using an indirect addressing mode, there is no space limit. Each
entry is 32 Bit wide. All connected clients at the global I/O bus have a synchronous behavior. They can
only work on private data and receive data from the CPUs. It is not allowed for the clients to work on
internal data of the processor.

6.3.3.7 Interface to Tracklet Preprocessor

The interface between the tracklet preprocessor (TPP) and the MIMD processor is the FIT register file.
It is an eight-ported register file that is write-only by the TPP and is read-only for the MIMD processor.
Each CPU has two read ports, however, each CPU has access to every line in the register. During the drift
time, the TPP fills the register with the fit parameters in read-modify-write cycles. The FIT register has
19 lines with six words, and the line number corresponds to the channel number of the chip. After the
drift time, up to four tracklets are selected. Also, the parameters from the next channels are addressable.
This allows for merging of parameters from two channels without the need to increment the address
register. The selection criterion is the number of accumulated hits during the drift time. A channel is
selected as a stiff track candidate if it has a minimum of eight hits during the drift time. The data from
two channels are merged if both channels have a minimum of four hits each during the drift time. There
are three additional data channels on each LTU (refer to Fig. 5.2). In order to prevent shadow tracks, the
last channel (labeled 0+) is only used to merge two channels on the given LTU between channel 17 and
0+. If the hit count in channel 0+ is larger than seven, the hits are omitted in this chip and the tracklet is
calculated in the next chip.

6.3.3.8 Input/Output interface

The interface to the read out module (see Chapter 7) is located in the private I/O address space of each
CPU. Each CPU can write directly to this region without arbitration logic, using a dedicated store in-
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Figure 6.14: Interface to I/O address space.

struction. The interface to all other integrated peripheries is located in the global I/O address space. Only
one CPU can access this I/O bus at the same time. The access is managed by a priority arbiter. The serial
configuration node is a bus master and has access to the memory bus like a CPU. This enables writing
data into the global I/O address space by the configuration node. It has a serial primary input port to
receive data from external devices. An overview is shown in Fig. 6.14.

Figure 6.15: Screen-shot of the MIMD processors simulator running the trigger routine.
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6.3.3.9 Interrupt

The trigger processor has eight interrupts with two priority levels. The instruction set includes four
instructions to handle these interrupts : CLI, STI, INT, and IRT. CLI disables interrupts with low priority,
STI allows low-level interrupts, INT is the interrupt instruction, and IRT is the return instruction from a
interrupt routine. The interrupt vector table is accessible in the global I/O memory. Each CPU has sixteen
entries, eight words for jump addresses and one word that provides the current level of the eight possible
interrupts. The rest is yet unused. Two flag flip-flops (FF) are implemented. The first FF suspends
low-level interrupts if a CLI instruction is executed or a low-level interrupt is running. The second FF
suspends all interrupts if a high-level interrupt is running. Each interrupt suspends the execution of an
interrupt with the same or lower priority. Basically, each interrupt checks the current priority level and the
suspend flags, then stores the next program counter and jumps to the selected interrupt address. A low-
level interrupt will not be executed until the decode stage contains no CLI or branch instruction. After
execution of the interrupt code (low priority), the processor restores the program counter and continues
the program.

6.3.3.10 Trigger and read out program

The given latency requirement allows for about 150 instructions to perform the trigger algorithm, which
is an assembler routine. The data read out is not constrained much by latency, and it does not require
very complex software either. Therefore, no high-level language support, such as C or C++, is expected.
In order to facilitate the software development, particularly with respect to the multi-threading capability
of the processor, an emulator was developed, which allows simulation of the whole processor including
all its states and internal registers. Figure 6.15 shows a screen shot of the processor while executing
instructions of the trigger program with raw data taken from the slow simulator described in Section 6.4.

The emulator is also being used to validate the maximum trigger processing latency. The trigger
program shown in Tables 6.3 and 6.4 calculates the slope, intercept and the variance of a stiff track.
Also, the intercept is projected onto the middle plain of the detector. The calculated data are stored in
the private I/O memory of each CPU, which provides the interface to the track merger module, feeding
the readout tree to the global tracking unit (GTU). In the worst case scenario, the algorithm will take 101
clock cycles, which correspond with a latency of 0.84 µs with a cycle time of 8.3 ns.

Unlike the trigger program, the read out program has far less stringent latency requirements, which
are basically defined by the maximum available time to drain the zero suppressed raw data through the
read out tree. There are many read out scenarios conceivable, which can be selected on a per-event basis.
They can be dynamically changed since this is a real read out program. The baseline read out foresees
zero suppression.

The power routing on the pad plane is going to be in parallel to a pad row as this is the shortest
distance across the pad plane. Therefore, the eight MCMs per pad row are supported by one power
strip. It has to be taken into account that the power of the MIMD processors cannot be supported by
the power supplies for all CPUs simultaneously. In the case of a trigger program, those processors are
powered by appropriate buffer capacitors next to the digital chip. Therefore, the read out sequence is
scheduled such that, at any given point in time, only one CPU per pad row is active so as not to overload
the power supply rails. However, given 12 - 16 pad rows, there is still enough parallelism in the read out
to guarantee saturation of the read out link.

The read out is performed in programmed I/O fashion, reading all raw data from the event buffers
and storing a pre-formatted zero suppressed event fragment in the internal global data RAM, from where
the data are then fetched for shipment to the read out tree.
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Table 6.3: Trigger assembler routine of the MIMD processor.
# Label Instruction Operands Description

Test FIT[ 7] where to start
1 Start: ATT FIT[ 7],CON[12] MSB is set if Faro is ready with his data
2 Start: BZS Start
3 ATT FIT[ 7],CON[12] MSB is set if Faro is ready with his data
4 ATT FIT[ 7],CON[ 2] Bit 1 is Set if CPU has to calculate data
5 BZS End

Copy or merge Data from FIT-Registers to PRF – given are:
FIT[0...7]: N, ∑xi , ∑yi , ∑x2

i , ∑y2
i , ∑xiyi , b, Flags

FIT[8] - FIT[15] the same for the next pad
TO:
PRF[0...6]: N, ∑xi , ∑yi , ∑x2

i , ∑y2
i LSW, ∑y2

i MSW, ∑xiyi
6 ATT FIT[ 7],CON[ 1] Test whether to merge or not
7 BZC merge Merge if Bit 0 is set in FIT[ 7]

Copy data
8 nmerge: MOV FIT[ 0],PRF[ 0]
9 MOV FIT[ 1],PRF[ 1]

10 MOV FIT[ 2],PRF[ 2]
11 MOV FIT[ 3],PRF[ 3]
12 MOV FIT[ 4],PRF[ 4]
13 MOV CON[ 0],PRF[ 5]
14 BRA Linefit
15 MOV FIT[ 5],PRF[ 6]

Merge the data
16 merge: ADD FIT[ 0],FIT[ 8],PRF[ 0] N = N(1) +N(2)

17 ADD FIT[1],FIT[ 9],PRF[ 1] ∑xi = ∑xi(1) +∑xi(2)

18 ADD FIT[ 2],FIT[10],PRF[ 2]
19 MUL FIT[ 8],CON[10],PRF[ 3] N(2) ∗127

20 ADD PRF[ 2],PRF[ 3],PRF[ 2] ∑yi = ∑yi(1) +∑yi(2) +N(2) ∗127

21 ADD FIT[ 3],FIT[11],PRF[ 3] ∑x2
i = ∑x2

i(1)
+∑x2

i(2)

22 MUL FIT[ 8],CON[11],PRF[14]
23 ADD PRF[14],FIT[ 4],PRF[ 4]
24 ADC PRF[15],CON[ 0],PRF[ 5] ∑y2

i = ∑y2
i(1)

+N(2) ∗1272

25 ADD PRF[ 4],FIT[12],PRF[ 4] ∑y2
i = ∑y2

i(1)
+∑y2

i(2)
+N(2) ∗1272

26 ADC PRF[ 5],CON[ 0],PRF[ 5]
27 MUS FIT[10],CON[10],PRF[14]
28 SHT 1,PRF[15],PRF[15]
29 ATT PRF[14],CON[12]
30 BZS not1
31 SHT 1,PRF[14],PRF[14]
32 ORR PRF[15],CON[ 1],PRF[15]
33 not1: ADD PRF[ 4],PRF[14],PRF[ 4]
34 ADC PRF[ 5],PRF[15],PRF[ 5] ∑y2

i = ∑y2
i(1)

+∑y2
i(2)

+N(2) ∗1272 +2∗127∗∑yi(2)

35 ADD FIT[ 5],FIT[13],PRF[ 6] ∑xiyi = ∑xi(1)yi(1) +∑xi(2)yi(2)

36 MUL FIT[ 9],CON[10],PRF[14]
37 ADD PRF[14],PRF[ 6],PRF[ 6] ∑xiyi = ∑xi(1)yi(1) +∑xi(2)yi(2) +127∗∑xi(2)

Linear Fit:
PRF[0...6]: N, ∑xi , ∑yi , ∑x2

i , ∑yi LSW, ∑yi MSW, ∑xiyi

38 Linefit MUL PRF[ 0],PRF[ 3],PRF[ 9] PRF [9] = N ∗∑x2
i low

39 MOV PRF[15],PRF[10] PRF [10] = N ∗∑x2
i high

40 MUL PRF[ 1],PRF[ 1],PRF[11] PRF [11] = (∑xi)
2

41 SUB PRF[ 9],PRF[11],PRF[12] PRF [12] = N ∗∑x2
i − (∑xi)

2(denominator)low
42 SBC PRF[10],CON[ 0],PRF[13] PRF [13] = N ∗∑x2

i − (∑xi)
2(denominator)high

43 MUS PRF[0],PRF[ 6],PRF[ 7] PRF [7] = N ∗∑xiyilow
44 MOV PRF[15],PRF[ 8] PRF [8] = N ∗∑xiyihigh
45 MUS PRF[ 1],PRF[ 2],PRF[11] PRF [11] = ∑xi ∗∑yi
46 SUB PRF[ 7],PRF[11],PRF[14] PRF [14] = N ∗∑xiyi −∑xi ∗∑yi(nominatorm)low
47 SBC PRF[ 8],PRF[15],PRF[15] PRF [15] = N ∗∑xiyi −∑xi ∗∑yi(nominatorm)high
48 DIV PRF[14],PRF[12] Calculate m (32 BIT : 32 BIT)
49 MUS PRF[ 2],PRF[ 3],PRF[10] PRF [10] = ∑yi ∗∑x2

i low
50 MOV PRF[15], PRF[11] PRF [11] = ∑yi ∗∑x2

i high
51 MUS PRF[ 1],PRF[ 6],PRF[ 8] PRF [8] = ∑xi ∗∑xiyilow
52 MOV PRF[15], PRF[ 9] PRF [9] = ∑xi ∗∑xiyihigh
53 NOP
54 NOP
55 NOP
56 DIE PRF[ 7] PRF[7]=m
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Table 6.4: Trigger assembler routine of the MIMD processor (part 2).
# Label Instruction Operands Description

Caution DIE writes PRF[15]
57 SUB PRF[10],PRF[ 8],PRF[14] PRF [14] = ∑yi ∗∑x2

i −∑xi ∗∑xiyi(nominatorb)low
58 SBC PRF[11],PRF[ 9],PRF[15] PRF [15] = ∑yi ∗∑x2

i −∑xi ∗∑xiyi(nominatorb)high
59 DIV PRF[14],PRF[12] Calculate b
60 SHT 1,PRF[ 7],PRF[14] PRF [14] = 2∗m
61 MUS PRF[14],PRF[ 6],PRF[10] PRF [10] = 2∗m∗∑xiyilow
62 SUB PRF[ 4],PRF[10],PRF[10] PRF [10] = ∑y2

i −2∗m∗∑xiyilow
63 SBC PRF[5],PRF[15],PRF[11] PRF [11] = ∑y2

i −2∗m∗∑xiyihigh
64 MUS PRF[ 7],PRF[ 7],PRF[ 9] PRF [9] = m2

65 MUL PRF[ 9],PRF[ 3],PRF[ 9] PRF [9] = m2 ∗∑x2
i

66 MOV PRF[15],PRF[12] Save highword
67 DIE PRF[ 8] PRF [8] = b
68 ADD PRF[10],PRF[ 9],PRF[10] PRF [10] = ∑y2

i −2∗m∗∑xiyi +m2 ∗∑x2
i low

69 ADC PRF[11],PRF[12],PRF[11] PRF [11] = ∑y2
i −2∗m∗∑xiyi +m2 ∗∑x2

i high
70 MUS PRF[14],PRF[ 1],PRF[12] PRF [12] = 2∗m∗∑xi
71 MUS PRF[12],PRF[ 8],PRF[12] PRF [12] = 2∗m∗b∗∑xi

72 ADD PRF[10],PRF[12],PRF[10] PRF [10] = ∑y2
i −2∗m∗∑xiyi +m2 ∗∑x2

i +2∗m∗b∗∑xilow
73 ADC PRF[11],PRF[15],PRF[11] PRF [11] = ∑y2

i −2∗m∗∑xiyi +m2 ∗∑x2
i +2∗m∗b∗∑xihigh

74 SHT 1,PRF[ 8],PRF[12] PRF [12] = 2∗b
75 MUS PRF[12],PRF[ 2],PRF[12] PRF [12] = 2∗b∗∑yi

76 SUB PRF[10],PRF[12],PRF[10] PRF [10] = ∑y2
i −2∗m∗∑xiyi +m2 ∗∑x2

i +2∗m∗b∗∑xi −2∗b∗∑yilow
77 SBC PRF[11],PRF[15],PRF[11] PRF [11] = Sum(Yi)−2∗m∗∑xiyi +m2 ∗∑x2

i +2∗m∗b∗∑xi −2∗b∗∑yihigh
78 MUS PRF[ 0],PRF[8],PRF[12] PRF [12] = N ∗b
79 MUS PRF[12],PRF[ 8],PRF[12] PRF [12] = N ∗b2

80 ADD PRF[10],PRF[12],PRF[14] PRF [14] = ∑y2
i −2∗m∗∑xiyi +m2 ∗∑x2

i −2∗b∗∑yi +2∗m∗b∗∑xi +N ∗b2low
81 ADC PRF[11],PRF[15],PRF[15] PRF [15] = ∑y2

i −2∗m∗∑xiyi +m2 ∗∑x2
i −2∗b∗∑yi +2∗m∗b∗∑xi +N ∗b2high

82 MOV CON[ 0],PRF[13] DIV uses PRF[13] !!
83 ATT PRF[ 7],CON[12] m <= 0 ?
84 DIV PRF[14],PRF[ 0] Calculate variance (scale on N), DIV only changes Zero-Flag!!
85 BZS mbz
86 NOP
87 NEG PRF[ 7],PRF[10] PRF[10]=abs(m)
88 CPI PRF[10], 18 Max. relevant m = 17 (only 11 Bit cmp, no signextend)
89 BNC End jJump to end if m¿=18
90 BRA mgn
91 mbz: NOP
92 CPI PRF[ 7], 18 Maximum m (only 11 Bit, no signextend!)
93 BNC End Jump to end if m¿=18
94 nop
95 nop
96 mgn : DIE PRF[14] PRF[14]=Variance low PRF[15]=Variance high
97 ATT PRF[ 8],CON[12] b <= 0 ?
98 BZS bbz
99 MOV PRF[ 8],PRF[ 9]

100 NEG PRF[ 8],PRF[ 9]
101 bbz: CPI PRF[ 9],191 abs(b) <= 191 ?
102 BNC End Jump to end if not
103 CPI PRF[14],256 Test variance (11 Bit test!!)
104 BNC End
105 ADD PRF[8],FIT[ 6],PRF[ 8] Calculate ”CHIP global” b
106 MUL PRF[ 7],CON[ 8],PRF[13]
107 ADD PRF[13],PRF[ 8],PRF[ 8] Projection on reference-plane

– here we have PRF[0...8]:
N, ∑xi , ∑yi , ∑x2

i , ∑y2
i LSW , ∑y2

i MSW , ∑xiyi , m, b
PRF[14]: Variance (only 16 Bit!)
To Be Done: Data valid; Inform rest of the system

108 SPI PRF[7],0x101 PIO[0]=m
109 SPI PRF[ 8],0x102 PIO[1]=b
110 SPI PRF[14],0x103 PIO[2]=Variance (only low word is interesting)
111 MOV CON[ 1],PRF[15]
112 SPI PRF[15],0x100 Inform Data valid!
113 stop: bra stop
114 nop

TODO: Zero suppression
115 End : BRA End
116 End: NOP Should be NOP!!
117 MOV CON[ 0],PRF[15]
118 SPI PRF[15],0x100 Inform Data invalid!

TODO: SPI end-programm, no data
119 BRA Start And return to the beginning
120 idle: BRA idle
121 NOP
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6.3.4 Readout Scheme

The structure and the layout of the read out system of the 72000 MCMs is described in Chapter 7. From
the trigger point of view it has to accomplish the transfer of the locally determined tracklet parameter to
the central Global Tracking Unit (GTU) as fast as possible (see Fig. 6.1). The list of transferred bits per
tracklet is given in Table 7.1.

6.3.5 Implementation of the Global Tracking Unit

All tracklets determined by the local tracking units are shipped to a global tracking unit for final trigger
decision. This is implemented as a readout tree. The trigger data of a stack of six chambers are collected
in the GTU. The GTU implements a Track-Matching-Unit (TMU) per phi sector. There will be no high
pt tracks traversing between sectors. Each TMU tries to find stiff tracks as shown in Fig. 6.31. This can
be done logically by appropriate histogramming the projected tracklets. The GTU will be implemented
in large scale FPGAs to guarantee a flexible and massive parallel implementation.

Figure 6.16: Implementation of the track matching units (TMU).

The structure shown in figure 6.16 takes into account that the data of the respective chambers arrive
in a defined sequence and candidates of a track are in the same column. Therefore the processing can
start as soon as the first tracklets arrive. All candidates of a column are stored in and accessed from a
table. The number of candidates per column is fixed. The entries for chamber 1-4 are compared with all
entries of all other tables. If an accumulation is found, these entries are marked, so that they cannot be
used several times. It is sufficient to apply this method to only four of the six tables since a track must
consist of at least three candidates. Therefore the resulting GTU architecture is a massively parallel,
systolic FPGA processor performing as many as possible of such tracklet comparisons in parallel.
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6.4 Simulation

The trigger concept relies heavily on the fact that a local tracklet search can be performed efficiently
(step 1 of the trigger sequence shown in Section 6.2). The basic idea is to feed the data from consecutive
time bins into pipeline ADCs and perform an online analysis of the digitized data in order to determine
the inclination of the track segments with respect to the direction towards the nominal interaction vertex.
All possible complications and distortions (as discussed in Chapters 5 and 11) like the E×B effect in
the electron drift, the pad response function of the readout chambers, the time response function of the
signal generation mechanism and of the electronics, and the differential nonlinearities of the digitization
process must be taken into account quantitatively. The first step is performed in the Local Tracking Units
(LTU). Due to the massively parallel processing the number of units is very large (≈ 70000) and therefore
consuming most of the resources in material thickness, power and money. The number of independent
channels must be optimized to obtain an acceptable signal to background ratio at affordable cost.

The modeling of the trigger response was done making use of the AliRoot environment. It allows
for full event simulation employing different event generators and was used to study the occupancy,
efficiency, and background performance of the envisioned trigger scheme. For a detailed description of
the TRD simulation environment see Chapter 11.

Table 6.5: Parameter of the trigger simulation.
event generator HIJING-param + signal electrons
multiplicity varying: 400 < dN/dy < 8700
digitization accuracy 10 Bit
number of time samples 15 - 30
signal pulse height for minimum ionizing tracks channel 40 (for cluster)
Signal to Noise ratio 30
Time response function ON (as in Fig. 11.8) / OFF
Pad response function as in Fig. 11.9
magnetic field 0.4 T

The input parameters used for the trigger simulations are listed in Table 6.5. The main objective is
to find out about the most crucial parameter for detecting and selecting high momentum electrons. The
effect of three quantities was investigated systematically: the event multiplicity, the digitization clock
rate (number of digits) and the pulse shaping. For the latter the standard scenario described in Chapter 5
and 11 was compared to an analysis incorporating a digital filter for tail cancellation (see section 6.4.2.1)
and to an academic case, where the time response function was modeled by a δ - function (TRF OFF).

To generate enough statistics for high pt electron tracks, 200 e+ and 200 e− tracks were added to a
parametrisation of pions and kaons called HIJING-param (see Section 12.3) with the option genbox of
AliRoot. The momentum distribution of the electrons was chosen to be flat in the range 3-5 GeV/c .

An example of the input transverse momentum distribution for an event multiplicity corresponding
to < dN/dy >= 8500 is shown in Fig. 6.17. Due to the added signal electrons, the effective multiplicity
density for the trigger simulation is < dN/dy >= 8700. It should be noted again, that there is a large un-
certainty about the spectral shape of the hadrons, in particular the power-law hard scattering component
(see Chapter 12). The HIJING parametrisation used represents the worst case scenario. To map out the
multiplicity dependence of the tracking performance the total number of primary particles emitted into
the polar angle range of 35◦ < θ < 145◦ was varied with the spectral shape in transverse direction kept
as shown in Fig. 6.17.
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Figure 6.17: Transverse momentum distribution used as input to the trigger simulations. The hatched distribution
corresponds to electrons that were added to the HIJING-param particle mix.

6.4.1 Local tracklet search

The task to be performed is visualized in Figs. 6.18 and 6.19. In Fig. 6.18 the basic quantities of the
local tracklet search are defined. In Fig. 6.19 the digitized pulse height is shown within one pad row of
one of the readout chambers of the TRD (at a polar angle of θ = 85◦). For each time bin the pulse height
is obtained after the drift of the primary electrons under the influence of the electric and magnetic field,
taking into account diffusion and including transition radiation contributions. As indicated in Fig. 6.18
the position of the clusters is systematically shifted as function of the drift time due to the presence
of the magnetic field. The task of the trigger system is to recognize with high efficiency stiff tracks
(pt ≥ 3 GeV/c ) despite the shift due to the Lorentz angle ΨL. The characteristics of the interesting
tracks is their small deviation from the infinite momentum limit, i.e. they have only a small angular
deflection with respect to the reference line that can be constructed by connecting the point of impact
with the nominal interaction vertex. As indicated in Fig. 6.18 the stiff tracks of interest occupy with
the centroids of their clusters at most two neighboring pads. Charge sharing due to the pad response
function distributes the signal consequently to at most 4 neighboring pads. Therefore the trigger is based
on the analysis of 3 neighboring pads. For each time bin a position in pad direction (corresponding to
the y - direction in the following) is determined according to the inverse pad response function that can
be parameterized in a look-up table. The resulting y-positions as function of the time coordinate tdri f t or
drift distance sdri f t are fitted by a straight line

y = a0 +a1 · vdri f t · tdri f t = a0 +a1 · sdri f t .

The fit parameters can be corrected for the effect of the Lorentz angle by the following expressions

acorr
0 = a0 + tanΨL · smax,

acorr
1 = a1 + tanΨL.
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Figure 6.18: Local tracklet quantities

The linear deflection d (shown in Fig. 6.18) over the depth smax of the drift region of a single chamber
is given by

d = (acorr
1 − a0

D
) · smax,

with smax = 3 cm. D is the radial distance of the front surface of the readout chamber to the interaction
vertex.

The angular deflection α is given by the expression

α = arctan
acorr

1 − acorr
0
D

1+
acorr

1 ·acorr
0

D

≈ arctan(acorr
1 − acorr

0

D
).

Since for the tracks of interest the slope parameters are small, the second term in the denominator can be
neglected (for pt= 3 GeV/c : | acorr

1 ·acorr
0

D | < 0.015 ).
For particles originating from the interaction vertex the deflection is related to the momentum by

prec
t = 0.3 ·B ·0.01 ·

√

(acorr
0 )2 +D2

2 ·d/smax
= 0.3 ·B ·0.01 ·

√

(acorr
0 )2 +D2

2 · sinα
,

where all the spatial quantities are given in cm, the magnetic field B is expressed in Tesla and the recon-
structed momentum is in GeV/c .

For a magnetic field of B = 0.4 T the deflection of a charged particle with a transverse momentum
of 3 GeV/c over the drift range of one TRD chamber amounts to α = 3.3◦ or d = 1.7 mm. The linear
deflection is well below the pad width of 8 mm. The trigger concept will stay valid as long as the centroids
of from stiff tracks stay within a region of 3 neighboring pads, i.e. dmax = 1.6 cm or αmax = 28◦. The total
inclination angle of the measured track has contributions from the transverse momentum (α pt

max = 3.3◦ ),
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Figure 6.19: Local tracklet event display. The contour histogram shows a typical input distribution for the local
tracking, i.e. the ADC contents for one pad row versus time for a full multiplicity event. 5 time bins are added
before the 15 time bins sampling the drift range of the readout chamber.

the angle of incidence due to the flat surface of the chambers (αgeo
max = 10◦ ) and from the Lorentz angle

ΨL. The maximum allowed Lorentz angle is therefore limited to ΨL = αmax −αpt
max −αgeo

max = 14.7◦. The
Lorentz angle of the default gas mixture Xe,CO2 (15%) , ΨL=8◦ , is well within the operational limits of
the TRD trigger.

6.4.2 Local tracking performance

In order to achieve a sufficient resolution, the pulse height of minimum ionizing tracks has to reach a
certain minimum as compared to noise and digitization errors (see Section 5.1). Due to the non-Gaussian
features of the pad response function (Fig. 11.9) the most general method to calculate the position from
pulse heights is realized by a look-up table (LUT). With the signal and signal to background ratio listed
in Table 6.5 position resolutions of better than σy = 400µm are obtained for stiff tracks (Figs.11.12
and 11.13) and if the incidence angle is small the values are of order 200 µm (Fig. 11.14). Therefore the
achievable position resolution should allow to select tracklets with deflections of low as d=1mm (α = 2◦).

Before discussing the performance of the local tracking concept in terms of efficiency and output
rate, two important configurable steps will be described in the following sections: the application of a
digital filter (Section 6.4.2.1) to the preamplifier/shaper (PASA) signal and the cluster quality selection
(Section 6.4.2.3).

6.4.2.1 Digital cancellation of the tail in PASA signal

The ion tail of the signal as shown in Fig. 11.8 can be parameterized by the functional form 1/(1+ t/t0).
Such a tail can be reduced by passing the pulse through a filter (pole/zero network). The procedure
is described in [7] and consists of approximating the above expression by a sum of three exponentials
and adjusting the constants of the filter (resistors and capacitances in analog circuitry) such that one of
them is canceled out. It has been shown [8] that a tail cancellation of equal quality can be performed
on the digital signal. In order to benefit from the improvements, a scenario is considered where the
functionality of the tail cancellation is included in the LTU. If it were not for the trigger performance this
tail cancellation could also be performed offline.
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Figure 6.20: PASA signal and tail cancellation corresponding a to one pole/zero network. The solid line (filled
circles) represents the input distribution (see Fig. 11.8), the dashed line (open circles) shows the response of a one
pole/zero filter, the dotted curve depicts a perfect filter behavior.

In the online tracking the tail cancellation is used as an option to analyze the performance of such
additional signal processing. It is implemented as a feature of the LTU algorithm in the AliRoot en-
vironment. The 15 time samples within one pad column are “filtered” using the transfer function of
the pole/zero network with values calculated from [7] and adjusted to get best results. This simulates a
digital implementation, superior in performance to an RC filter.

In the simulation of the Time Response Function, the PASA signal is numerically given in steps
of 10 ns (the solid line in Fig. 6.20). The sampling done in 15 time bins, corresponding to 133 ns
spacing, is shown in Fig. 6.20 by the closed symbols. The effect of the tail cancellation with a single
pole/zero network is shown by the dashed line and the open symbols. The dotted line shows the expected
tail cancellation according to the theory in [7]. With the parameters chosen and implemented in the
following, the time response is almost Gaussian and extends to a maximum of 350 ns.

6.4.2.2 Occupancy

The most demanding requirement for the TRD trigger is defined by the multiplicity of the Pb-Pb col-
lisions. The trigger concept should stay valid up to occupancies of 35% as shown in Fig. 6.21 that are
expected for a rapidity density of dN/dy = 8700. The occupancy is evaluated with the current pad geom-
etry described in Section 4.4 for events (generated with the event generator HIJING-param as described
above) of different multiplicities. The occupancy for the standard scenario (i.e. 15 time bins, time re-
sponse function ON, RMS width of the electronic noise equals 1 ADC channel, as described in more
detail in Section 11) is given in Fig. 11.11. There as well as in Fig. 6.21 a pixel is called occupied once
the pulse height exceeds the ADC channel 2. In order to save computational time the primary distribu-
tions were generated in a restricted range of polar angles (35◦ < θ < 145◦) leading to a reduction of the
occupancy by about 14% with respect to the full calculation (solid circle as compared to the solid square
at dN/dy = 8700). In Fig. 6.21 the average occupancy is shown as function of the event multiplicity
for various additional scenarios: the influence of part of the structural material was studied by replacing
the tracking medium of the space frame with air (”NO frame”, open symbols). The effect of the time
response function was analyzed by turning it off (”TRF off (15tb)”,filled triangle up), i.e. by replacing it
with a δ -function. The sampling frequency was additionally increased (”TRF off (30tb)”, filled triangle
down) from 15 to 30 time bins. As can be seen from Fig. 6.21 a major source of the occupancy at fixed
multiplicity is the time response of the chamber/electronics that amounts to about 25% of the observed
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Figure 6.21: Occupancy of the TRD detector as function of multiplicity.

occupancy due to the long tails (see also Fig. 6.19). The space frame material as well as the sampling
frequency have no strong influence on the occupancy.
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Figure 6.22: Distribution of the measure of cluster quality built from amplitude ratios (Al ×Ar/A2
c , as explained

in the text) for stiff tracklets (pt> 1 GeV/c ) in full multiplicity events (< dN/dy >=8700). The grey shaded
histogram is obtained for clean clusters, the solid line histogram represents clusters with contributions from more
than one track (shared clusters).



90 6 Electron trigger with the TRD

6.4.2.3 Cluster quality selection

In order to achieve the best resolution (as shown below in Fig. 6.25) one has to avoid as much as possible
distortion of the information by overlapping tracks (pile-up). It is therefore mandatory to inspect all
contributing clusters for pile-up. This can be done by comparing the amplitude ratios of adjacent pads
with the expectations for a single hit from the pad response function. The distribution of a simple measure
of cluster quality, the product of the amplitudes of the side pads (Al ,Ar) normalized to the square of the
amplitude of the central pad Ac, is shown in Fig. 6.22 for two cluster classes. The samples are defined
with the information available within the simulation program, namely with the knowledge which tracks
contributed to which cluster. The first sample (grey shaded histogram) corresponds to clean clusters,
i.e. those that are generated from a single particle. The second class called shared clusters (solid line)
originates from overlapping tracks. The clear difference visible in Fig. 6.22 means that a cut can be
applied in the ONLINE processing, requesting an upper limit in the cluster quality. This requirement
removes to a large extent clusters that otherwise would spoil the parameters of the straight line fit.
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Figure 6.23: Local deflection angle resolution for tracklets with (left top) and without (left bottom) cluster
quality check as function of the transverse momentum. On the right hand side, projections of the 2-dimensional
distributions are show for a transverse momentum of pt = 1 GeV/c (right top) and pt = 3 GeV/c (right bottom).
Solid (dotted) histograms represent the results with (without) cluster quality selection.

The effect of applying a selection cut for good quality clusters (Al · Ar/A2
c < 0.0136) is visual-

ized in Fig. 6.23 where the tracklet quality as defined by the deviation of the deflection angle ∆α =
αtracklet −αtrack is shown with and without the cluster quality selection step for multiplicities corre-
sponding to < dN/dy >= 8700. The difference of the expected track deflection to the reconstructed one
is plotted versus the transverse momentum of the particle. The figure is done for those tracklets that
have contributions from only one single particle (called clean tracklets in the following). The tails in the
distribution are substantially reduced for all transverse momenta. The cluster cleaning improves the local
tracklet momentum resolution by about a factor of 2 for transverse momenta in the range 1 - 3 GeV/c ,i.e.
the RMS width of the ∆α - distribution changes from 1.7◦ (0.9◦ ) to 0.7◦ (0.5◦ ) for 1 GeV/c (3 GeV/c ),
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respectively. It should be noted that the cluster quality selection is not limited to the simple measure
displayed in Fig. 6.22 but can be parameterized in a general way also for non-Gaussian pad response
functions in a look-up table. As described in Section 6.3.2 this selection step can be implemented in the
tracklet reconstruction hardware.
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Figure 6.24: Local deflection angle resolution for high pt clean tracklets as function of the number of clusters
(left). The right panel shows the RMS width of the difference of the measured deflection angle to the expected
angle as function of number of clean clusters contributing to the tracklet .

Changes of the tracklet resolution with event multiplicity can be expected in terms of a reduced
number of clusters that are contributing to a tracklet . For a larger multiplicity environment fewer clean
clusters passing the cluster quality selection will be found. The effect is shown in Fig. 6.24 where the
resolution of the deflection angle with respect to that expected is shown for clean tracklets as function
of the number of contributing clusters. On the right hand side the corresponding RMS width is given
as function of the number of clusters. It is obvious that the width of the deflection is increasing with
decreasing cluster number. In order to maintain a sufficient accuracy the number of clusters should not
decrease too much. Reasons for losses of clusters within the online algorithm are

• tracks crossing pad rows,

• tracks crossing more than 3 pads in y-direction,

• pile-up.

When a track crosses pad rows (in z-direction) the tracklet is split into 2 halves. The number of
clusters is reduced until 2 tracklets are generated in the symmetric case with one half of the original
cluster number. As can be seen from Fig. 6.24 the resolution of these tracklets is worse by about a factor
of 2 - 3 compared to the best cases. This has to be taken into account when trying to match the local
tracklets in the global tracking step. The quality of the individual tracklets is still good enough that no
attempt was made to merge them in the LTU. Therefore no communication of processors working on
different pad rows is foreseen (see Chapter 5).

6.4.2.4 Local momentum resolution

The position resolution and the distortions due to the TRF and the pile-up define how well a tracklet
can be measured within a single layer of the TRD detector. Fig. 6.25 presents the deflection angle α
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as obtained from a linear regression analysis of the clusters within 3 neighboring pads as described in
Section 6.3.2. This selection of clean tracklets allows to plot the reconstructed deflection angle α versus
the momentum of the particle that generated the tracklet. Note that the momentum is taken from the
production vertex of each particle.
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Figure 6.25: Tracklet deflection angle for clean tracklets as function of the transverse momentum (left). On the
right hand side two projections are shown for transverse momenta of pt = 1 (top) and 3 (bottom) GeV/c .

Fig. 6.25 makes use of the tail cancellation method described in Section 6.4.2.1 and the cluster quality
selection described in Section 6.4.2.3. Under those conditions the position resolution for clean tracklets
is clearly sufficient to select tracks of about 3 GeV/c with good efficiency and high discrimination power
against low momentum tracklets , e.g. by requesting a deflection angle of α < 6◦.

It is, however, apparent from Fig. 6.25 that, besides background due to energy loss and elastic
scattering that widen the branches around the expected deflection angles, there is a strong component
originating from low momentum particles. Low momentum particles originating from conversions and
interactions are producing tracklets with an almost uniform deflection angle distribution.

With the cluster quality selection defined above the local transverse momentum resolution of the
online method is shown in Fig. 6.26. Large differences are observed between the different scenarios.
The resolution obtained with the standard scenario is worse by about a factor of 2 - 3 with respect to
the academic case, where the TRF is modeled by a δ-function. Applying a digital filter recovers the
resolution at low momenta and substantially improves the situation for high transverse momenta. For
transverse momenta of pt = 3 GeV/c a resolution of σ(pt)/pt= 20% is obtained.

6.4.2.5 Local Tracking Efficiency

The efficiency of the trigger system can be decomposed into two steps, the track finding efficiency
and the track selection efficiency. Track finding is achieved by asking for a certain number of clusters
contributing within three neighboring pads. Track selection requires a certain number and quality of
contributing clusters resulting in a sufficient quality of the fit parameter.
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Figure 6.27: Tracklet efficiency for stiff tracks (pt>1GeV/c) as a function of the polar angle. The minimum
number of clusters required for a tracklet is 5.

Polar angle dependence of local track finding efficiency

As indicated above, due to the chamber and pad geometry and the range in track topologies the
tracks will not always stay within one pad row. Especially at forward/backward angles, a substantial
number will be split into two pieces. It was analyzed to which extent the efficiency of the tracklet
finding algorithm suffers due to this. The average number of clusters per tracklet as function of the polar
angle is found to be constant, and the variation of the tracklet length with polar angle is rather weak.
The dependence of the track finding efficiency (displayed in Fig. 6.27) is even weaker since tracklets
are accepted if the contributing number of cluster is above a certain minimum value (N min

cluster=5 in the
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specific case). The polar angle coverage of the online tracking scheme is rather uniform except for the
dips visible in Fig. 6.27 at polar angles of 60◦ , 80◦ , 100◦ and 120◦ , corresponding to the chamber
boundaries.

Local selection efficiency

The influence of selecting tracklets with deflections corresponding to different momenta is presented
in Fig. 6.28. The efficiency is defined as number of tracklets originating from particles from the primary
vertex that were found with a deflection angle smaller than the cut value, normalized to the total number
of primary particles with according momenta emitted into the solid angle of the TRD. The efficiency is
evaluated as function of the transverse momentum taken from the primary vertex (referred to as primary
transverse momentum in the following).
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Figure 6.28: Online tracklet selection efficiency as function of transverse momentum. The histograms show the
efficiency (left panel) and the total accepted number of primary tracklets (right panel) under various deflection cuts
corresponding to transverse momenta of 1, 1.5, 2 and 2.3 GeV/c for full multiplicity events at a magnetic field of
B = 0.4 T.

The efficiency curves show a typical threshold behavior. By decreasing the cut value (i.e. increasing
the lower momentum limit) the threshold is smeared out and the plateau efficiency at large momenta
decreases slightly. The effect of the selection on the measured spectra is shown in the right panel of
Fig. 6.28. A substantial decrease in total number of tracklets is achieved by employing a larger transverse
momentum threshold. Note that the peak in the spectra at pt≈ 3.5 GeV/c stems from the additional
electrons of the input distribution. The threshold needs to be optimized since there is a balance between
the total number dominated by low transverse momentum tracklets that should be minimized and the
local tracking efficiency at large transverse momentum that should be maximized. The total number of
found tracklets should be minimized since accepting more low momentum tracklets will increase the
occupancy at the global matching stage and present higher demands to the readout bandwidth of the
trigger system.

Quality dependence of local tracking efficiency

Another effect of the cluster quality and the resulting tracklet quality is shown in Fig. 6.29 where the
influence of the TRF is demonstrated. With the better cluster quality available by the undistorted signal
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Figure 6.29: Same as Fig. 6.28 with a selection cut of 2.3 GeV/c with and without the time response function
(left). The right panel shows the spectral shape of the selected tracklets: the black histogram corresponds to the
total numbers, of which the grey portion represents the contribution of tracklets originating from tracks from the
primary vertex.

shape, the threshold is much sharper and the yield of low momentum particles below the threshold of
pt= 2 GeV/c is reduced by about a factor of 1.6. In both scenarios a plateau in the efficiency is reached
at the target momentum of pt= 3 GeV/c . The plateau values of the efficiency differ by about 5%. On the
right panel of Fig. 6.29 the spectral shape of the selected tracklets is shown for the ’TRF off’ case. It is
evident that even under the favorable conditions of good resolution, the total number of found tracklets is
dominated by tracklets originating from low momentum particles. Although the overall number of found
tracks does not differ significantly from the case with the time response function turned on, the better
definition of the high momentum threshold for true tracks from the primary vertex is again an argument
in favor of applying deconvolution schemes to the pulse shapes trying to remove the influence of the tail.

6.4.2.6 Multiplicities from local tracking units

The load of the TRD chambers in terms of found tracklets is studied in Fig. 6.30. This is relevant in
order to determine the necessary bandwidth within the trigger system from the local processors to the
global tracking/matching unit. The largest local threshold momentum, for which the plateau efficiency is
reached at pt = 3 GeV/c , was determined to be pt

threshold =2.3 GeV/c as demonstrated in Figs.6.28 and
6.29. The number of tracklets found per readout chamber with a cut corresponding to p t = 2.3 GeV/c is
shown in the left panel for different event multiplicities. The distributions are Gaussian shaped and can
be quantified by a mean and a width. In order to define the requirement of the transmission bandwidth,
the mean and the maximum number of tracklets per chamber are plotted on the right panel of the figure
as function of the event multiplicity.

Since the shipping of the data from all the different TRD chambers to the GTU is done in parallel, the
chamber with the largest number of tracklets determines the dead time. Therefore a minimal requirement
for the design of the readout scheme can be derived: the trigger hardware has to have a bandwidth for
about 40 tracklet per chamber (maximum value for a full multiplicity event with a selection threshold of
2 GeV/c ).
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Figure 6.30: Chamber load. The distribution of the number of found tracklets per readout chamber for various
event multiplicities is shown in the left panel. The multiplicity dependence of the mean (solid symbols) and the
maximum (mean+3σ level, open symbols) tracklet number is given in the right diagram for various selection
thresholds.

6.4.3 Tracklet Matching - Global Tracking Unit

All track candidates of the individual layers consisting of position, angle, amplitude, quality etc., are
projected to a (virtual) middle plane by computing the proper azimuthal angle of intercept, the longitu-
dinal z - position and the deflection angle α. This transformation can be done already within the LTU,
practically without any additional time. The principal concept of the global tracking units is sketched in
Fig. 6.31.
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Figure 6.31: Global tracking concept
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The basic task is to count the number of tracklets within certain regions. This can be achieved most
conveniently by a global histogram, where the three matching quantities (azimuthal angle ϕ, z-coordinate
and deflection angle α) are recorded. The granularity of the global matching histogram needs to be
adjusted to the extrapolation uncertainty caused by the resolution of the tracklet parameters obtained
and the occupancy of the global histogram. For a good performance a high p t-cut from the single layers
helps to reduce the occupancy. As shown in Fig. 6.30 under the condition of a relatively high local
momentum cut of 2 GeV/c on average 20 tracklets are shipped to the GTU, i.e. the histogram has 8100
entries per central event.

To achieve a sufficient global tracking efficiency and a sufficient electron-pion separation 3 out of
possibly 6 tracklets are required for the definition of a good primary track. With a single layer tracking
efficiency in the order of ε(pt>3GeV/c )≈ 0.5, the expected global tracking efficiency can be evaluated
to

pglobal =
6

∑
i=3

6!
i!(6− i)!

pi
local(1− plocal)

(6−i) = 0.66

provided that all the inspection widths of the global histogram extend to 3σ in the ϕ, z and α direction.
To achieve a global tracking efficiency of 90% local tracking efficiencies in the order of 67% would have
to be realized.
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Figure 6.32: Momentum resolution of online globally reconstructed tracks. The left panel displays the global
relative momentum resolution σ(pt)/pt for tracks with primary transverse momenta of pt = 3 GeV/c as function of
multiplicity for various local transverse momentum selection thresholds. On the right panel the transverse momen-
tum dependence of the global momentum resolution is shown for full multiplicity conditions of < dN/dy >=8700.

The important role of the GTU is i) to define a sharp transverse momentum threshold close to
3 GeV/c , ii) to select stiff tracks of electrons (positrons) and iii) to calculate invariant masses or find
jets. The global transverse momentum is calculated with the same formalism like the local transverse
momentum by evaluating the global deflection angle with respect to the nominal primary vertex direc-
tion. The global momentum resolution as function of pt is shown in Fig. 6.32. With a common set of
parameters like in Table 6.6 the momentum resolution for tracks originating from the primary vertex is
found to be rather independent of the event multiplicity (occupancy) and the local momentum selection
threshold. Typical values are σ(pt)/pt = 3 - 4 % for transverse momenta of pt= 3 - 4 GeV/c . Due to the
longer lever arm for determining the transverse momentum, this resolution does not depend significantly
on the local resolution (as shown by the ”TRF-off” calculation in Fig. 6.32). With matching widths as
chosen in Table 6.6 the distortions due to chance coincidences in the GTU matching histogram are rather
weak even under the worst case condition of the full multiplicity of < dN/dy >=8700. In summary,
keeping a distance of 3σ to the target transverse momentum a threshold of p t > 2.7 GeV/c can be im-
plemented in order to select primary tracks with a transverse momentum of p t> 3 GeV/c . Note that
electrons experience significant momentum losses due to bremsstrahlung, i.e. the expected efficiency
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losses are larger than for Gaussian distributions (see Fig. 6.33).
The momentum resolution shown in Fig. 6.32 stays below 5% for transverse momenta up to 10 GeV/c .

This resolution is obtained for all charged particles. Therefore one has a large flexibility of defining trig-
gers requiring a number of stiff tracks in a given solid angle (jet triggers), e.g. it is certainly possible to
select three stiff tracks within the solid angle of one readout chamber requiring for each of the tracks a
transverse momentum of pt> 5 GeV/c .
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Figure 6.33: GTU tracking efficiency for electrons in a low multiplicity (400) environment (left). The solid
histogram represents the track finding efficiency, the dashed histogram displays the efficiency to reconstruct the
primary electron with a transverse momentum that deviates less than 10% from the primary transverse momentum.
The right panel shows the momentum loss distribution of electrons when entering the first plane of the TRD.

6.4.4 GTU tracking efficiency

The efficiency of the GTU was studied in comparison to the offline performance and under various
scenarios. The detection efficiency as function of momentum for clean electron tracks (at event mul-
tiplicity 400) is shown in Fig. 6.33. A particle is called detected, once its reconstructed momentum
has passed a certain threshold (prec

t > 2.7GeV/c ). In the figure the number of those particles is plotted
versus their primary momentum normalized to all the primary particles that are emitted into the solid
angle of the TRD detector (45◦ < θlab < 135◦). The global track finding efficiency (solid histogram in
Fig. 6.33) is rising as function of the primary transverse momentum due to the long radiation tail of the
incident electron momentum distribution. This is evident when inspecting the momentum loss distri-
bution ∆pt = pincident

t − pprimary
t that is plotted on the right hand side of Fig. 6.33 for electrons that are

emitted with a transverse momentum of 3 GeV/c from the primary vertex. Cutting this distribution at
∆pt = −0.3GeV/c corresponding to a global trigger selection threshold of p t

min = 2.7 GeV/c reduces
the number of found tracks by 28%. At the threshold the momenta of the found tracks are essentially all
within a 10% window around the original momentum from the primary vertex, as shown by the dashed
histogram in Fig. 6.33. This fraction of about 50% of all the emitted electron that are found within a 10%
window stays constant with increasing transverse momentum while the track finding efficiency rises due
to the constant selection threshold. The correct momentum of those additional tracks that have experi-
enced a substantial energy loss before reaching the TRD can only be determined by tracking through the
full ALICE detector and identifying the initial curvature of the track with the ITS and TPC.
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Figure 6.34: GTU tracking efficiency for electrons at low multiplicity versus polar angle (left) and versus pro-
jected azimuthal angle (right). The line types of the histograms are the same as in Fig. 6.33 (left panel).

The uniformity of the efficiency over the solid angle is shown in Fig. 6.34, demonstrating the validity
of the underlying tracking concept. The values are obtained by averaging over the signal part of the
transverse momentum spectra (Fig. 6.17) with the efficiencies shown in Fig. 6.33. The dips visible in
the efficiency are caused by the structural material and the gaps in the acceptance. For the azimuthal
distribution the whole angular acceptance was projected onto the opening angle of a single chamber
(∆ϕ = 20◦). Since primary emission angles of the tracks are displayed in the histogram, the inefficiency
caused by the frames and gaps are shifted by the deflection angle of those tracks, e.g. α ≈± 3◦ for the
electron/positron momenta under study here.

The summary of the results obtained with the GTU tracking algorithm are shown in Fig. 6.35 as
function of the normalized event multiplicity. The normalization is such that unity corresponds to
dN/dy = 8700. The left panel shows the track finding efficiency for primary electrons with transverse
momenta of more than 3 GeV/c including the requirement pt

rec >3 GeV/c . The number is calculated
by integrating over the signal electron spectrum as shown in Fig. 6.17. Figure 6.35 (middle) shows the
total number of reconstructed tracks originating from any charged particle and Fig. 6.35 (right) shows
the number of found electron background tracks, i.e. tracks that originate from secondary electrons that
will not be distinguishable from primary electrons due to the TR signature.

A systematic study was performed aiming at the reduction of secondary electron tracks to the level of
1-2 for full multiplicity events for trigger rate reasons (see section 6.5). This can be achieved by cutting
on the quantities listed in Table 6.6. In order to suppress secondary electron tracks that are mostly due to
conversions of γ - rays in the inner parts of the ALICE detector as much as possible in addition to tracklet
quality cuts the curvature of the track was determined without reference to the primary vertex. This
can be done for track candidates with 3 or more contributing tracklets in different planes. The derived
quantity, the unconstrained transverse momentum (called pt

f ree), has worse momentum resolution but
was found to efficiently suppress background from secondary electrons. The effect is visible in Fig. 6.35
(right) when comparing the solid squares and triangles corresponding to Cut A and Cut B as given in
Table 6.6.

In order to map out the dependencies of the efficiency and the background, several scenarios are
investigated in Fig. 6.35:

1. Offline tracking performance with default digitization scenario (solid circles),
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Figure 6.35: GTU tracking performance as function of normalized event multiplicity. The normalization is such
that unity corresponds to dN/dy = 8700. The left panel shows the track finding efficiency for primary electrons
with transverse momenta of more than 3 GeV/c . Figure 6.35 (middle) shows the total number of reconstructed
tracks originating from any charged particle and Fig. 6.35 (right) shows the number of found electron background
tracks.

Table 6.6: Global tracking parameters.
quantity Cut A Cut B

matching width in azimuthal angle 0.11◦ 0.13◦

matching width in z-direction 8 cm 8 cm
matching window for deflection angle 2.4◦ 2.4◦

local momentum threshold 2.3 GeV/c 2.3 GeV/c
minimum number of clusters per tracklet 6 5

upper χ2-limit for accepted tracklets 4.0 4.0
minimal number of tracklets 3 3

minimal number of planes crossed by track 4 4
threshold for pt

rec - pt
f ree 1.7 GeV/c 2.5 GeV/c

global momentum threshold 2.7 GeV/c 2.7 GeV/c

2. Standard scenario: Online tracking scheme based on 15 time bins with the nominal TRF (see
Fig. 11.8) (open circles),

3. Same as 2 but including tail cancellation (see Section 6.4.2.1) (solid squares),

4. Same as 2 but with a δ-function as TRF (open squares),

5. Same as 4 but with 30 time bins (open triangles).

The filled triangles in Fig. 6.35 correspond to scenario 3 with different parameters (Cut B from
Table 6.6). Several observation are made from Fig. 6.35:

• The track finding efficiency is at best about 65% for low multiplicities as determined with the
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full offline tracking algorithm (solid circles). This value is caused by the radiation losses of the
electrons in the material inside of the TRD and the application of a fixed momentum threshold.

• The standard online tracking scenario (open circles) reaches for low multiplicities a peak efficiency
of about 50% only. The reduction with respect to the offline case is due to i) implementing the
background suppression cuts (Cut A of Table 6.6) and ii) distortions of the tracklet parameter
due to the TRF. The TRF is responsible for an efficiency loss of about 12% of the total number
of electrons as visible in Fig. 6.35 when replacing it by a δ-function (open squares). The various
selection cuts cost in total about 4% of the electrons (for low multiplicities).

• 80%-90% of the losses caused by the TRF can be recovered by implementing the digital tail
cancellation described in Section 6.4.2.1 (filled squares) employing a single pole/zero network.
Since this feature turns out to be useful for the online tracking efficiency, it is planned to implement
the digital filter into the digital chip. This scenario is considered the effective default for the online
tracking.

• The track finding efficiency decreases linearly with increasing multiplicity. The decrease of the
efficiency is proportional to the occupancy (see Fig. 6.21). Such a scaling is to be expected due to
the method to remove overlapping clusters while in the offline case deconvolution algorithms can
be applied.

• For full multiplicity conditions increasing the number of independent time samples in the TRF
off case (open triangles) improves the efficiency by about 10%. To which extent this observation
holds with a tail cancellation algorithm and realistic pulse shapes needs to be studied further. This
scenario would suggests to optimize the total drift time under the constraint of a TRF determined
by the drifting ions.

• The improvement in the electron efficiency is reflected in the average number of tracks that are
found under the global momentum cut (middle panel).

• The number of background electron tracks (right panel) depends on the set of cut values. The most
crucial cut for removing secondary electrons is constructed from the unconstrained transverse
momentum fit. The effect is seen by comparing Cut A (solid squares) to Cut B (solid triangles).
At normalized multiplicities of 0.25 and 0.5 relaxing the selection condition increases the electron
finding efficiency by about 6 - 8%. This is, however, accompanied by an increase in the background
yield by about a factor of 2 - 3.

With the complex features observed for the online tracking algorithm and the large uncertainties of
the input distributions it is difficult to make quantitative statements that are generally valid. It should
be stressed, however, that the event multiplicities and the spectral shapes of the hadrons used in the
simulation represent the worst case scenario. Even under those conditions the electron trigger scheme
described above allows to reconstruct a sufficient number of resonances as will be shown in Section 6.5.

6.4.5 Electron identification

In addition to the track finding problem described in the previous section, the found tracks need to be
identified as electrons for the e+e−trigger. For a jet trigger application this step is omitted. The left panel
of Fig. 6.36 presents the pulse heights distribution in a single chamber obtained for pions and electrons
with transverse momenta of 3 < pt< 5 GeV/c when integrating over the full drift time of the readout
chamber in low multiplicity events. A threshold can be set so that by keeping 90% of the electrons we
reject the pions with a factor of 25.

A more sophisticated analysis can be done following the procedure described in Section 11.5. The
likelihood shown in the right panel of Fig. 6.36 is calculated from the normalized distributions of the
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Figure 6.36: Pulse height distributions for electrons and pions with transverse momenta pt> 3 GeV/c integrating
all time bins in one chamber (left) and derived likelihood distributions to infer an electron from the electron
(L(e → e)) and pion (L(π → e)) pulse height distributions (right).
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Figure 6.37: Pion rejection factor for 90% electron efficiency, determined from the average charge in half cham-
ber, as function of the multiplicity.

energy deposited in one TRD module by electrons and pions, which can be implemented as two look-
up-tables. For a given globally reconstructed track the information consists of n values of normalized
energy deposit ∆Ei for a track reconstructed from n tracklets. From the LUTs the probabilities pe

i and pπ
i

are obtained, thus the total probabilities can be calculated as Pe = ∏ pe
i and Pπ = ∏ pπ

i over the n layers.
The likelihood for the particle to be an electron is given by the ratio Pe/(Pe + Pπ). To this value a cut
is applied, chosen in such a way that 90% of the electrons are retained. The result of the online PID
procedure is plotted in Fig. 6.37 as function of the centrality of the collision. The drop in the rejection
power is caused by the decreasing number of tracklets that form the globally accepted track.
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6.4.6 Background

Background sources for high pt electrons:

• background electrons: conversions, δ - electrons,

• fake tracks,

• misidentified charged pions.

While the fake tracks and secondary electrons are a problem for all triggers, the background due to
charged pions affect only the di-electron trigger. As visible by the solid squares of Fig. 6.35 (middle),
18 tracks are found on average per central collision, of which 1.4 are clean electron tracks (right panel of
Fig. 6.35). Applying the online particle identification capability described in Section 6.4.5 reduces the
totally found tracks to about one electron track candidate per central collision. The background due to
misidentified pions and fakes and the one from secondary electrons are, for restrictive parameters like
’Cut A’, of the same order of magnitude.

The background multiplicity is of crucial importance for the fake trigger rate that is discussed in
Section 6.5.3. It should be noted that the background multiplicity can be reduced further in a post-
processing of the event in the HLT compute farm:

• The pion suppression of misidentified pion tracks can be improved to the offline performance (see
Section 11.5).

• The secondary electron tracks passing through the selection cuts have a wide true momentum
distribution. 60% of them have transverse momenta below 3 GeV/c . Tracking of the TRD electron
candidates through the TPC would determine the curvature of the track with a better accuracy and
can be used to remove this component. The large momentum background tracks result from photon
conversions in the inner part of the ALICE detector. They can be recognized at least partially by
full tracking through the TPC and ITS as well.

The corresponding trigger rates for e+e−coincidences and the important role of the HLT is discussed
in Section 6.5.3.

6.5 Performance

The various physics observables are discussed in [3]. A typical example of an interesting hard probe
physics observable is the family of ϒ resonances [9]. The performance of the trigger scheme described
above is presented in this section for the ϒ system.

6.5.1 Generalities of Pb-Pb collisions

With an extrapolated inelastic nucleon-nucleon cross section of σNN = 60 mb a total reaction cross
section of σPbPb = 7.5 b is anticipated. At a luminosity of L = 1 ·1027cm−2s−1 this cross section gives
rise to minimum bias interaction rate of RMB

int = 7.5 kHz. In order to make use of the high quality tracking
available within the ALICE TPC, only the fraction of events without pile-up within the TPC drift time
of T T PC

dri f t = 88µs is considered at this stage for further analysis. Therefore at the trigger level the rate is

reduced to a past protected interaction rate of RMB
past = 3.9 kHz, while for high level trigger processing, a

rate of RMB
past& f uture = 2.0 kHz is anticipated. The numbers are summarized in Table 6.7 for luminosities

from 0.5−1.0 ·1027cm−2s−1.
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Table 6.7: Event and trigger rates for Pb+Pb at 5.5 A TeV.
L(cm−2s−1) RMB

int (kHz) RMB
past (kHz) RMB

past& f uture (kHz)
1 ·1027 7.5 3.9 2.00

7.5 ·1026 5.7 3.5 2.10
5 ·1026 3.8 2.7 1.95

With the past-future protection, the optimum conditions are reached at a luminosity of L = 7.5 ·
1026cm−2s−1. For the following estimates an integrated luminosity of L PbPb

int = 0.5/nb per year is as-
sumed, based on a time averaged luminosity of L = 5 ·1026cm−2s−1 and an effective data taking time of
106 s within one month of heavy ion running per year [10]. As can bee seen from Table 6.7, due to the
past/future protection imposed by the TPC drift time, the number of acceptable events does not change
when the luminosity is increased by a factor of 2.
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Figure 6.38: Differential cross section versus multiplicity for Pb+Pb at 5.5 A TeV.

The distribution of multiplicities can be obtained by assuming that the multiplicity scales with the
number of participants that are calculated by the nuclear overlap integral as function of the impact pa-
rameter. Fig. 6.38 shows the scenario with a mean value of the rapidity density < dN/dy >=8000 for
the most central 10% of all the reactions. The event class of the most central 10% of the cross section is
called in the following CEN. It starts at a multiplicity of dN/dylow = 6770 and is marked in Fig. 6.38 by
the dark circles.

Hard probes are produced according to the number of primary NN - collisions that can be obtained
from the same formalism. Background is created according to the occupancy of the TRD chambers that
scales linearly with the multiplicity (see Fig. 6.21).



6.5 Performance 105

6.5.2 ϒ count rates

The integrated production cross section of the ϒ resonances at
√

s = 5.5 TeV is obtained by extrapolating
existing data in the framework of the color evaporation model [11–13]. For Pb-Pb collisions a total
production cross section for the combined ϒ states (ϒ, ϒ’ and ϒ”) decaying into two electrons (B=2.52%)
of Bσϒ

PbPb = 570 µb is predicted [12]. The relative fractions are ϒ: ϒ’ : ϒ” = 1 : 0.3 : 0.1. The cross
section estimate is based on an extrapolated pp cross section of dσ pp/dy|y=0 = 3 nb. The corresponding
rapidity distribution is approximately flat over ±4 units of rapidity resulting in an integrated cross section
of σpp = 22.5 nb. Scaling from pp to AA collisions is done by the scaling law observed in the Fermilab
fixed target data

σAA = A2ασNN ,

with α = 0.95 [14] .
With these assumptions a minimum bias rapidity density for ϒ → e+e−of dN/dy|y=0 = 1 · 10−5 is

predicted for minimum bias Pb-Pb collisions. An integral number of N ϒ
int = 2.85 ·105 is produced within

one year of ALICE running. Note that this number is obtained from scaling pp results with the number
of primary collisions, i.e. no suppression or enhancement from the QGP is considered at this level. The
current estimate is lower by a factor of 1.6 as compared to the numbers used in the Technical Proposal [3]
due to the use of the empirical mass scaling. With all the extrapolations and uncertainties the following
numbers can only be considered a case study that describe the capability of the TRD trigger system.
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Figure 6.39: Differential ϒ- yields for various scenarios as function of multiplicity for Pb+Pb at 5.5 A TeV. The
scenarios Offline (solid), NT30 (dashed), Deconv (dotted) and Default (dashed-dotted) correspond to the scenarios
1,5,3, and 2 of Section 6.4.4.

As shown in the Technical Proposal [3] the geometrical acceptance εgeo for detecting an electron and

a positron with pt
e > 3 GeV/c each with the full size TRD (|η| < 0.9) from ϒ decay is εgeo =

Naccepted

dN/dy·∆y =

0.65/∆y where ∆y is the width in rapidity of the uniform input distribution (see also Chapter 12). For
the reconstruction of resonances two electrons need to be found and identified in coincidence. The
reconstruction efficiency for ϒ therefore reads

εdet = (εact · εtracking · εPID)2,
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with εact - the effective active fraction of the solid angle, εtracking - the efficiency to find a track that hits
the active area and εPID the survival probability of electrons passing the PID cut (see section 6.4.5). The
product εact · εtracking is shown in Fig. 6.35 for single tracks, εPID is targeted to be 90%, at which a pion
efficiency of επ

PID = 0.02 (for dN/dy = 8000) can be reached in the offline analysis from the TRD data
alone (see Section 11.5).

Table 6.8: Integral number of ϒ under various conditions for an integrated luminosity of L PbPb
int = 0.5/nb. Cut A

of Table 6.6 was employed (∗ using Cut B).

NY
T8000 NY

T2000 NY
MB8000 NY

T8000(Muon)

Maximum charged particle multiplicity dN/dy 8000 2000 8000 8000
produced number of ϒ, Nϒ

int 285000
decaying into acceptance 24750 15019
decaying into acceptance without TPC pile-up 12672 -
reconstructible with OFFLINE efficiency 4041 4437 4041 9349
reconstructed with standard options 1056 2016 154 8414
reconstructed with TRF off, 30 time bins 3053 4052 - -
reconstructed with deconvolution of TRF 2269 (4180)∗ 3628 - -

The single track efficiencies for the different scenarios as shown in Fig. 6.35 and described in Sec-
tion 6.4.4 have been parameterized by straight lines. The resulting differential distribution of recon-
structed ϒ resonances as function of centrality for a multiplicity density of 8000 for central collisions
is shown in Fig. 6.39. Note that the number of produced ϒ grows like N 4/3

part ∝ (dN/dy)4/3. The lower
histograms in Fig. 6.39 reflect the reconstruction efficiency and its drop with increasing multiplicity. The
solid grey histogram is obtained by employing offline efficiencies at the trigger level (including the cut
on single particle transverse momentum of pt> 3 GeV/c ) and follows the production probabilities. For
the more realistic online trigger scenarios a reduction, especially for central collisions, is observed. The
corresponding integral numbers over the full centrality range are given in Table 6.8 in the column labeled
NY

T8000. Under those conditions about 2300 reconstructed ϒ can be expected per year of ALICE running
(employing the deconvolution scheme of the TRF). This number has to be compared to an untriggered
scenario where the whole analysis is performed offline. When still aiming at the full centrality coverage
as motivated by the physics case, the total available bandwidth to the dielectron physics (assumed to be
20 Hz of central events) would be filled with minimum bias events (74 Hz due to the smaller event size).
The number of reconstructible ϒ for this scenario has to be down-scaled by the ratio of DAQ rate to
minimum bias interaction rate. The values are shown in Table 6.8 in the column labeled NY

MB8000. About
150 ϒ could be reconstructed per year of ALICE running. One could trade performance in centrality
coverage for more statistics in central collisions under the constraint of the same DAQ bandwidth. An
extreme option would be to give up the centrality coverage completely and focus on central events only.
In the 10% most central events about 1600 ϒ can be found with offline efficiencies under the conditions
used for Table 6.8. According to Table 6.7 the central events occur with a frequency of 195 Hz. Given
the bandwidth of the DAQ system of 20 Hz, 164 ϒ can be reconstructed in such an event sample. These
numbers clearly demonstrate that the TRD dielectron trigger is essential for this physics topic.

The numbers of reconstructed ϒ can be substantially improved by exploiting the capabilities of the
HLT system [15]. This system is designed to allow for an input bandwidth of 200 Hz. Assuming that half
of that bandwidth is allocated for central event processing (for the other half see Section 6.5.3) 100 Hz
of central events can be inspected. With offline detection performance 820 ϒ can be gathered within one
ALICE year. This number has to be compared to the number of ϒ that is already in the triggered sample,
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e.g. 680 for the scenario with tail cancellation. The running mode with a full scale HLT TRD analysis
delivers very similar total ϒ numbers as is given by the central subset that is included in the minimum
bias TRD triggered event sample. While the numbers are comparable for central events, it is, however,
not possible to cover the centrality dependence of ϒ production with the HLT scheme due to the rate
limitations of opening the TPC gating grid.

The inspection of central collisions by the HLT analysis can be used in addition to increase the
number of reconstructed ϒ: combining both modes of data taking a final number of 1160 ϒ in central
collisions can be achieved in one ALICE year.

As discussed in Chapter 12, the extrapolation of latest RHIC results predict a rapidity density of
dN/dy≈ 1600. While the beam energy increase is too large to allow a reliable extrapolation, we will still
consider 2 scenarios for the discussion of the trigger performance, as the implications for the performance
of the TRD trigger system are significant. The numbers corresponding to a multiplicity in central events
of dN/dycen = 2000 are listed in the column labeled NY

T2000 in Table 6.8. The number of reconstructed ϒ
is almost doubled for the scenario that employs the tail cancellation technique. Additionally about 15%
can be gained by opening the selection cuts (Cut B from Table 6.6) leading to a total of 4200 triggered
ϒ.

Note that complementary efforts to detect ϒ states in Pb-Pb collisions yield similar numbers. When
using the same production cross section and scaling to the same integral luminosity of L PbPb

int = 0.5/nb
per year, the CMS experiment would reconstruct an integral number of 6400 ϒ per year [12]. The
performance of the ALICE muon arm is given in Table 6.8 and is expected to be still better.

The numbers presented in Table 6.8 correspond to the full size TRD detector without any holes.
Should the active area have to be reduced to 50% of the nominal solid angle, a reduction of the measured
signal to about a quarter of the numbers in Table 6.8 would be the consequence (see also Chapter 12).
The physics program of exploring QGP properties with ϒ states would be severely limited if the TRD
could not have complete coverage.

6.5.3 Trigger rates

The true ϒ trigger rate is very small (10−2 Hz). The rate of the TRD dielectron trigger is dominated by
background and has contributions from 3 sources:

1. misidentified pion tracks

2. fake tracks from combination of clusters from different primary tracks

3. true electron tracks due to conversion of photons before the TRD

The single track background multiplicities are shown in the center and right panel of Fig. 6.35. The
center panel represents the sum of all the background contributions. In the right panel the background
from true electrons (component 3 from above) is separately plotted, since for this component no reduction
can be achieved from the PID. For the components 1 and 2 the pion suppression factor ξ shown in
Fig. 6.37 was used. The total background multiplicity Mbck can then be constructed from the total found
tracks M f ound and the found electron tracks M f ound−e by Mbck = (M f ound −M f ound−e)/ξ + M f ound−e.
For the scenario employing the tail cancellation (see Fig. 6.35) this background multiplicity m(M) was
parameterized as function of centrality M by a square root behavior. The background consists of tracks
of positive and negative charges with equal probability. Due to the statistical nature of the background
tracks the distribution is assumed to be Poissonian and the differential background pair trigger rate R pair

is given by
dRpair

dM
=

dRmb

dM
· (1− e−m(M)/2)2,
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Figure 6.40: Differential background trigger rate RT as function of centrality for Pb+Pb at 5.5A TeV with a
multiplicity for central events of dN/dy = 8000. Different Cuts listed in Table 6.6 were used to select stiff electron
candidates.

where Rmb is the minimum bias interaction rate. The differential trigger rate as function of centrality
given in terms of dNch/dy is shown in Fig. 6.40 for the two sets of parameters listed in Table 6.6. The
integral numbers are shown in Table 6.9 in the rows labeled ’e+e−’.

Table 6.9: Trigger rates for Pb+Pb at 5.5 A TeV.
dN/dycentral 2000 8000
Cut A e+e− 128 Hz 351 Hz

Quarkonia 43 Hz 117 Hz
Cut B e+e− 340 Hz 732 Hz

Quarkonia 113 Hz 244 Hz

A further reduction of the trigger rate is achieved by calculating the invariant mass of the electron pair
in the GTU. As was found in the Technical Proposal (Fig. 38) [3] the background spectrum is essentially
flat over the invariant mass range from 1 to 10 GeV/c2. With the transverse momentum resolution as
given in Fig. 6.32 an invariant mass resolution of 8% at the ϒ mass is achieved by the TRD trigger.
Selecting only 2 intervals of invariant mass around the J/ψ (2.8 <me+e−< 4.0 GeV/c2 ) and the ϒ family
(me+e−>8 GeV/c2 ) reduces the total trigger rate by about a factor of 3, while the physics signal is
reduced only by about 10% as can be seen from Fig. 12.7. The corresponding integrated rates are given
in Table 6.9 in the rows labeled ’Quarkonia’.

The parameter values for ’Cut A’ (’Cut B’) were tuned at the expense of some efficiency loss to have
an acceptable trigger rate even for the multiplicity scenarios dN/dycen = 8000 (dN/dycen = 2000) for
central collisions. So, in each case the dielectron trigger rate would be about 110 Hz. Such a trigger rate
into the High Level Trigger (HLT) seems to be appropriate. The current HLT design foresees a maximum
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input bandwidth of about 200 Hz [15]. The ’Quarkonia’ dielectron trigger would occupy one half of the
total available bandwidth. Further optimization of the online background strategies is currently under
investigation. The numbers given here should be taken as orientations of what can be achieved already
with very simple algorithms.

An overall suppression of the event rate by more than a factor 10 is expected from an offline like
analysis in the HLT compute farm. The task of the HLT is to further sort out the correct events by:

1. Applying the full pion suppression power with a maximum likelihood analysis of the pulse height
distributions (see Section 11.5). Since the online pion rejection was assumed to be only 1:20
independent of centrality at least a reduction by a factor of 2 can be expected from this step.

2. Tracking of all candidates through the TPC and ITS to remove fakes and conversions. Approxi-
mately 60% of the electron background tracks originate from particles with transverse momenta
below 3 GeV/c . The curvature and the closest distance to the vertex are much better determined
by the global tracking. The latter quantity can also be used to reduce the other 40% of the back-
ground, i.e. stiff tracks not originating from the primary vertex. In total, a minimal reduction by
a factor of 2 is anticipated. A detailed analysis of the global tracking performance of the central
ALICE arm is in progress.

Such a reduction of the single candidate multiplicities by a factor of 4 results in a reduction of fake
pairs by a factor of 16 resulting in an output trigger rate of the HLT system is in the order of 7 Hz for
the ’Quarkonia’ trigger scenarios ’dN/dycen = 8000, Cut A’ and ’dN/dycen = 2000, Cut B’. For the
lower multiplicity scenario the ’e+e−’ trigger without invariant mass cut represents an alternative option
compatible with the allocated DAQ bandwidth.

Bandwidth requirements to the data acquisition system can be further reduced by considering partial
readout of regions of interest. The stiff tracks will cross only 3-4 out of 2 × 18 TPC sectors. Therefore a
reduction by about 10 is possible. Such a readout scenario will not allow for a detailed cross correlation
of the dielectron signal with global TPC quantities. This could be an option for an intermediate time
period when possibly the HLT is still under study and development.

Summarizing, the selection criteria of the combined TRD / HLT dielectron trigger can be adjusted
such that the output rate to DAQ is in the order of 10 Hz when triggering on the quarkonia states and
about a factor 2 higher without the invariant mass selection. The bandwidth can stay well below the
anticipated limit of the equivalent of 20 Hz of central events of dN/dycen = 8000.





111

7 Readout and Data Flow

This chapter discusses all aspects of the TRD data flow. Generally, there are two main data streams
in three areas to be handled in real time. Both data streams require the simultaneous readout of all 64224
MCMs.

The first data stream is the shipping of the tracklet candidates produced on the individual MCMs
to the global tracking unit (GTU). This tracklet shipping has to be performed during the critical trigger
decision time and is limited to 400 ns (refer to Fig. 5.6, note the 200 ns setup time for the first tracklet to
percolate through the readout tree). During that time, a total of up to 40×32 Bit tracklets per chamber
have to be shipped to their appropriate ϕ sector of the GTU, resulting in an aggregate data stream of
216 GByte/s.

The second data stream is the raw data readout, which is performed upon a Level-2 accept (L2A). At
that time, the event buffers on the MCMs are being read out. This readout is performed during the TRD
dead time as the TRD front-end is not pipelined. For a detailed discussion of the TRD states and timing,
refer to Chapter 5.

The data path begins at the MCMs, and ends, in case of a L2A, with the data shipment via the ALICE
optical detector links (DDL). Therefore, there are three general regions of data shipping involved : the
data flow on the chambers; the cabling between the chambers and the GTU; and, the data shipping off
the GTU itself. All three regions are detailed below in the appropriate sections.

7.1 Data types and format

A major cost factor is the required connectivity between the MCMs as this drives the number of pins
and connections required. Further, a large number of I/O signals increases the complexity of the readout
plane. On the other hand, the tight latency requirement drives up the data transfer rates and bus widths.
Therefore, the readout trees are designed to meet the requirements of the tracklet shipping. The raw data
readout upon L2A uses the defined tracklet readout tree, which at that time is idle.

7.1.1 Tracklets

Tracklet candidates, which pass the defined pt and PID cuts within one plane (MCM), have to be shipped
to the global tracking unit for track matching. In order to assist the track matching, each tracklet candi-
date is projected onto the GTU reference plane prior to the shipping.

Table 7.1: Data fields of tracklet and TRD tracks
Type tracklet Bits TRD Track Bits Description

y-position 13 18 8×18×7.2 mm with a resolution of 400 µm
y-deflection 5 7 ±8 mm to pass cut incl. one sign bit
z-position 4 10 max. 16 pad rows per chamber
charge 6 8 normalized charge above MIP
TR 2 4 TR quality flags
variance 1 4 fit quality flags
spare 1 4 fit quality flags

Σ 32 64 w/o Hamming Code

The tracklet parameters include y-position, y-deflection, the z-position or pad row number in the
reference plane, the normalized charge relative to MIP, the fit variance, and some TR quality flags. The
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number of bits required for each of these parameters is determined by the resolution and dynamic range.
Table 7.1 shows the appropriate encoding. Correspondingly, each tracklet requires 32 Bit for encoding.

7.1.2 Raw data

All digitized ADC values are stored in event buffers, which are being read out upon a L2A. This readout
is performed by the CPUs of the tracklet processors and, therefore, is completely programmable. Any
preprocessing or reprocessing of the data is conceivable using the 256896 processors available. However,
in order to understand the data flow, the largest typical data format is the zero suppressed raw data.
Zero suppression is implemented in the standard form, running on the freely programmable tracklet
processors. The zero suppression algorithm implements a configurable threshold, plus some pre and
post history, while always reading out the appropriate neighboring channels in order to guarantee the
complete readout of a cluster and while maintaining relatively high thresholds. The resulting data is run-
length encoded in order to suppress the baseline zeroes. The raw data values are presented in Table 7.2.
Here ’black event’ represents all available pixels, including the readout of redundant borderline ADC
channels.

Table 7.2: Average raw data parameters for Pb–Pb collisions.
Type Value Notes

Number of ADC channels 1348704 each MCM supports 18 PADs, plus three ADCs at borders
ADC resolution 10 Bit
Number of time bins (event
buffer can handle 32 )

20 active drift time with start and end time configured

Size of ’black event’ 39.4 MByte assuming the readout of redundant borderline ADC channels
Overall occupancy 14% overall pixel occupancy
Raw event size 7.1 MByte zero suppressed raw event including 20% coding overhead

There are various options to compress the raw event further in a binary lossless fashion. This can
be implemented both at the front-end and the back-end. Given that the TRD raw event is the second
largest in ALICE, some effort will be invested within the framework of the high-level trigger project to
reduce this sub-event to its minimum size. However, given the experience of the TPC data compression
R&D [1] [2], it is expected that only a factor of 50% might be feasible. Huffman encoding can easily be
implemented in the front-end. Other compression techniques might be implemented in the back-end.

7.2 Hardware implementation

As described in the introduction, the total transfer time for the trigger is limited to 600 ns. This is the sum
of two contributions, i.e., the latency and the duration of the data transfer phase. To allow the operation
of the GTU parallel to the data transfer, the readout sequence has to be chosen carefully as described
later in this document. To maximize the overlap between processing and data transport, the latency has
to be kept to a minimum.

7.2.1 Readout scheme

The organization of the readout follows the structure given by the hardware layout. A readout tree covers
a plane of a supermodule consisting of five chambers with up to 16 pad rows. From simulations, it is
known that a chamber will provide a maximum of 40 tracklets (Chapter 6) with a size of two 16 Bit
words. Since the readout for the data acquisition poses a much lower constraint on the system than the
trigger, the design is driven by the requirements of the latter.
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Figure 7.1: Layout of readout boards. The phases φ0..φ3 correspond to the time multiplexed inputs of the root of
the tree feeding the optical detector links (refer to Fig. 7.2). Each chamber implements two rows of readout boards
labelled as right and left. The readout boards within a chamber are numbered in ascending order in z direction.
The same numbering scheme is applied to the chambers themselves. Each layer of a super module is being readout
at both sides, therefore implementing two readout trees. The corresponding two logical areas are called sublayer 1
and 2.

To minimize the number of components in the trigger system, most of the readout tree is integrated
into the digital part of the MCM, the LTU. To keep the system simple, the same frequency of 120 MHz
is used for the tracklet processor and the transfer between MCMs. To achieve a small latency, the
readout tree has to be as short as possible. However, the width is limited by the number of pins available.
To achieve the necessary robustness, LVDS [4] and a 1 Bit error correction and 2 Bit error detection
using Hamming coding [5] is foreseen. As a consequence, 46 pins for a 16 Bit data port are needed
corresponding to the 16 Bit data, the 5 Bit for the Hamming code, 1 Bit for parity and 1 Bit for the
strobe. A tree width of four requires five ports resulting in 230 I/O pins, which, together with pins
for control signals and power, are a possible compromise. In the current design, five clock cycles are
needed to ship data through a node of the tree. This is a result of the four cycles needed to register and
synchronize the input and the one cycle to register the output. With the given clock rate, this corresponds
to roughly 42 ns. For a tree with depth d, the latency is (d ×5+2) cycles.

Figure 7.2: Tree structure for a layer. The readout boards are labeled in the following way : ABC. A distinguishes
between the left and right row in Fig. 7.1. B is the chamber number and C indicates the pad row group inside a
chamber. The gray arrows inside the mergers define the readout sequence.

The latency of the readout tree defines the worst case time between the shipment of the first tracklet
and its receipt by the GTU. During this time no overlapped processing is possible and therefore it should
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be kept as short as possible. On the other hand the depth of the readout tree is determined by the fixed
number of data sources and the number of links one merger chip can process. The larger the link count
of a merger chip is, the larger is its pin count and the more complex is the resulting routing on the
readout board. Therefore the number of links and the readout trees latency are competing parameters
to be optimized. A large number of scenarios were studied, where the given granularity effects were
specifically taken into account. The result is a merger with four inputs and one output.

With the given five ports on a merger chip, a layer is partitioned as shown in Fig. 7.1 and 7.2. The
chambers are read out by MCMs grouped together logically on two types of readout boards. These
boards can house a maximum of 21 and 25-MCMs, as sketched in Fig. 7.3. One represents two levels
and the larger one represents three levels of the tree. The larger sized boards are needed to cover the
chambers with 16 pad rows. By ordering the readout sequence, the extra level of the second one can be
hidden. As shown in Fig. 7.2, the output of four boards is merged together by the units named Mxxx.
These mergers are the same MCMs as used for readout and tracklet processing. However the existing
LTU functionality is disabled if the MCM is operated in merger mode. On the next tree level the outputs
of the previous level are also grouped together by an MCM. The modules M100 and M200 send the data
time multiplexed to a gigabit parallel optical link (PAROLI). The PAROLI device is described in greater
detail in Section 7.2.2.1.

7.2.1.1 The readout logic on the MCM

The readout system is based on two different hardware components. The MCM, configured as readout
tree module (Mxxx), and the parallel optical link (PAROLI). Note that LTU and readout tree functionality
can be combined on one MCM by enabling both parts of the digital chip. Referring to the left scenario
in Fig. 7.3, implementing 21 MCMs, the first four columns (MCM 4...1, 9...6, etc.) implement regular
LTU functionality as discussed in chapter 6.3. The outputs of these LTUs are routed horizontally and
are terminated at the rightmost column (MCM 0, 5, 10, 15). These MCMs operate both LTU and track
merger functionality. Therefore they effectively merge the inputs of five LTUs into their output link.
Finally the output links of the four MCM rows are combined by one MCM (sketched as trapezoid),
which only operates track merger functionality, keeping its built-in LTU disabled. Therefore this MCM
does not add internal data to the data stream like the ones discussed above. The output of the readout
boards sketched in Fig. 7.3 form the inputs labelled Lxx, Rxx to the actual readout tree as sketched
in Fig. 7.2. The numbering scheme is defined in Fig. 7.1. The subsequent layer of the readout tree
implements MCMs in the same configuration. The last stage of the readout tree interfaces to the parallel
optical output link (PAROLI) and is discussed in chapter 7.2.2.

Figure 7.3: Structure within the readout boards. The left board represents a two-level tree, which is used for
reading out five pad rows. The readout board on the right can handle six pad rows and adds an additional level to
the tree.

Fig. 7.4 gives an overview of the data path inside the readout tree module. The ports and tree control
are connected to the MIMD tracklet processor (TP) as a periphery mapped into the local and global
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address space of the processors. Each CPU has a dedicated output interface, which it can serve indepen-
dently and asynchronously. However it can also access any other port via the global I/O address space.
To allow for maximum flexibility, each port is completely independent and the mapping of the ports is
determined by configuration registers in the global I/O address space. In addition, the ports are designed
for bi-directional use. These architectural measures simplify the layout and routing of the readout boards
and their interconnects. Each physical port can be configured to be either input or output. Referring to
Fig. 7.3, many MCMs do not fully utilize their available links, which can be used to implement alternate
routes in order to implement some degree of fault tolerance.

Figure 7.4: Data path of a readout module with the five bi-directional independent ports.

A more detailed view of the ports is given in Fig. 7.5. The bi-directional I/O ports synchronize the
data of a previous MCM to its internal clock. This increases the latency, but makes a detector wide
synchronous data transfer possible. The Hamming en-/decoder, increases the reliability of the system by
implementing one-Bit error correction and two-Bit error detection. The Hamming status is evaluated and
linked to the outgoing data stream. The physical signals adhere to the LVDS standard. Using differential
signals improves the robustness of the system in a noisy environment.

7.2.2 GTU link

The link to the global tracking unit (see Chapter 5) is used for both tracklets and raw data. A layer,
consisting of five chambers, is subdivided into two sublayers as shown in Fig. 7.1. To minimize the
length for transmission each sublayer is read out to its closest side of the detector. The data are collected
at the root of a readout tree and forwarded to a parallel optical link (PAROLI). This results 216 links off
the detector.

7.2.2.1 Parallel optical link PAROLI

The Infineon1 PAROLI links are parallel optical links for high speed data transmission. A complete
system consists of a transmitter, a receiver and a fiber optic cable. A PAROLI link has the following
main features:

1Infineon Technologies AG, www.infineon.com
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Figure 7.5: Bidirectional I/O port, including the Hamming en-/decoder, synchronization unit and input FiFo. The
LVDS transceivers are not shown.

• 3.3 V power supply

• Low Voltage Differential Signal (LVDS) interface

• 22 data + 1 clock channel

• 12 optical data channels

• transmission rate of up to 500 MBit/s per channel

• transmission distance up to 75 m at max. data rate

The transmitter (V23814-K1306-M230) features multiplexing and encoding of 22 electrical data
input channels to 11 optical data output channels via time multiplexing. It is closely coupled to the
readout module, which builds up the root of a sublayer tree and quadruples the data bandwidth.

Figure 7.6: Interconnection of readout tree and PAROLI link.

The PAROLI link is operated at 4x the MCM readout link. Therefore the readout modules interfacing
to the PAROLI will time multiplex their four inputs. Therefore the data of the four inputs correspond
to four phases φ0..φ3 on the PAROLI link. The incoming data arrive at modules M100 and M200 and
are being transmitted at the rising edge of the 120 MHz clock. These modules are running with an
internal frequency of 480 MHz and forward the data of the four inputs with a 240 Mhz dual-edge clock,
corresponding to 480 MWord/s, to the PAROLI link. The receiver (V23815-K1306-M230), as front-
end of the global tracking unit, generates a synchronous data output with 480 MWord/s, which will be
demultiplexed to 4×120 MWord/s using another instance of the readout tree MCM, operating in reverse
mode.
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7.2.3 Detector link

Readout of the compressed raw data, which are produced by and read from the local tracking units upon
the Level-1 accept (L1A) condition, is triggered by a L2A. At that time the data reside at the TMUs
within the GTU. A Level-2 reject (L2R) simply clears the appropriate buffers, which is implemented by
advancing the appropriate readout pointers as both Level-1 (L1) and Level-2 (L2) triggers are executed
in chronological order within their class and with respect to their associated interaction.

The readout off the detector from the GTU is performed in parallel to any other possible on-going
TRD trigger activity, and thus does not contribute to the TRD dead-time except for the derandomizing
readout buffer in the GTU threatening to overflow, which can be avoided by making this buffer reasonably
large. For example, one 128 MByte DRAM SIMM per detector link will provide space for more than
300 compressed Pb–Pb raw events.

The individual TRD ϕ sectors can be operated independently even at the level of the global track
matching (TMU). The only exception is the collection of the summary data for the L1 trigger decision.
Therefore, there will be an event buffer as well as a detector link off the detector for each sector. The
corresponding aggregate data bandwidth of 1.8 GByte/s allows for a maximum readout rate of 250 Hz,
assuming the stated average event sizes. Should this prove inadequate, the number of links per sector
can easily be increased by a factor of two, similar to the sublayer readout of the super modules (refer to
Fig. 7.1).

One important processing scenario with respect to data analysis within the high-level trigger is the
region of interest processing. Those regions are already distributed with a per sector granularity at L1
time. However, the high-pt track candidates to be validated in the TPC are better defined in the GTU than
in their appropriate sector number. Therefore, an appropriate summary event is planned to be compiled
containing the track vectors of all identified high-pt candidates. The data format is comparable to the
one used for the tracklet candidates, however, implemented as 64 Bit word as sketched in Table 7.1.
Only high-pt tracks with configurable cuts would be shipped. However, even assuming the maximum
shipment of all charged particle tracks, together with a TRD efficiency of 100%, it would result in 16k
tracks being transmitted with an event size of 128 kB or a maximum L2 accept rate of 780 Hz.

The data required to be uploaded to the TRD are configuration and calibration parameters, such as
the defined thresholds and TMU lookup tables. These data objects, however, are to be provided and
maintained by the Detector Control System (DCS). It is an essential system requirement that the DCS be
independent of any other system such as DAQ or trigger.

A second logical data stream is the uploading of test data for system integrity checking. An inde-
pendent data path to the front-end will be implemented in order to enable uploading of test data, and
to implement an alternate transparent monitoring data path allowing to monitor system integrity even
during normal operation. This data path is an ideal method for redundant but slow readout of any TRD
sector, allowing simple off line detector testing without the requirement of an operational DAQ or trigger
system.

The TRD data link off the detector uses the ALICE DDL, which consists of three major components :
the link feed (SIU), which resides within the GTU; the actual optical link itself; and, the optical receiver
card (DIU). The interface to the SIU essentially implements a synchronous 32 Bit data bus running at
40 MHz [3].

In order to keep the TRD on-detector electronics as simple as possible, a data driven push architecture
is planned. Upon a L2 accept, all available data is formatted and transmitted through the detector links
at design speed. The back-end has to be designed to cope with this data stream of up to 100 MByte/s.
Such requirement does not present any particular challenge and is also being used for the TPC readout.
Given the availability of very large low-cost elasticity buffers at the back end, the latency requirement for
the necessary throttling is relaxed. A canonical 1 GByte event buffer there corresponds to 2500 events
or more than a minute of running time when running at full speed. Therefore, the necessary throttling
can easily be implemented as a single dead-time signal off the detector, generated at one central place by
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implementing an appropriate high water mark. No back pressure towards the detectors is being required
or implemented as this would only move the throttling and creation of the dead-time signal onto multiple
instances of the front-end, requiring their merging into one common TRD dead-time signal. However,
the functionality of the DDL allows to implement a back pressure functionality, allowing to throttle the
detector front-end. The potential use and implications of this feature will be revisited at a later stage. In
any case, the minimal requirement for the DDL is sustained 100 MB/s half duplex throughput.
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8 The gas system

8.1 Introduction

The Transition Radiation Detector has an overall volume of 27.2 m3 which surrounds the TPC and spans
radii between 2.94 and 3.68 m. The detector follows the ALICE segmentation in ϕ of 20◦ and a 5-fold
segmentation in the z direction. Each of these 18 supermodules consist of 6 layers (radiator, chamber and
electronics) in radial direction, and 5 modules in z direction. A schematic cross section in the rϕ plane
of the TRD module arrangement is shown in Fig. 8.1. The total number of gas enclosures in the system
is 540. The dimensions of the chambers vary according to their positions in r and z, and are typically of
order 1 m in rϕ, 1 m in z. The depth in r is always 3.7 cm. This results in a rather disadvantageous, from
the gas tightness point of view, volume-to-surface ratio of 0.017 m. For this reason, special provisions
are taken in order to minimise gas leakage (see Chapter 4).

1200 mm => ~ 0.4 mbar

Pressure regulation segmented into 18 sections

Figure 8.1: Schematic view of the TRD in the rϕ plane, showing the 18-fold segmentation of individually
pressure-regulated sections.

In addition, a low-mass construction of the detectors is needed for minimising electron multiple scat-
tering and TR photon absorption in the materials. The light construction mechanically limits the absolute
overpressure of the chambers to 2-3 mbar. In order to avoid electrostatic distortions due to deformation
of the enclosing drift and pad electrodes, the overpressure at which the chambers are operated is limited
at 1 mbar.

8.2 Gas choice

The traditional choice of xenon as the noble gas of the running mixture is determined by its large absorp-
tion, and subsequent ionisation, cross section for transition radiation X-rays produced in a suitable radi-
ator material. This effect constitutes the principle of electron identification of such a detector. Because
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xenon is a high-cost gas (11.66 CHF/l), the recirculation in a closed loop, the purification, and the recov-
ery of the purged gas is mandatory.

In addition, xenon is a rather heavy gas (density 5.58 g/l). This means that the pressure gradient over
a volume which extends over a height of 7.36 m is 2.5 mbar. For reasons of geometrical parallelism of the
thin entrance foil and pad plane structure, and of uniformity of operation of the whole system in terms of
E/p (see section 4.2), the maximum overpressure in each individual chamber should not be higher than
1 mbar. Thus, a suitable segmentation of the pressure regulation along slices in height of the detector is
imposed by the choice of the noble gas.

The typical quencher used in other TRD systems is methane, since its well known transport and
quenching properties makes it a rather convenient choice. However, safety, neutron interactions, and
lifetime considerations make CH4 a gas to be avoided. Therefore, the choice of the quencher is CO2,
because it is non-flammable, it contains no hydrogen, it is a low-cost gas, and it performs adequately.
The concentration of quencher is 15% (see section 4.1).

Because the maximum drift distance in a TRD module is only 3 cm, problems associated with elec-
tron attachment due to oxygen contamination in the presence of CO2 are expected to be negligible.
Concentrations of O2 as high as 100 ppm are therefore affordable, since such a contamination would
only affect the signal by < 10%. Other contaminants from air such as N2 will be removed from the
mixture in the recovery process (see section 8.3.4).

8.3 Layout

As explained in the previous section, the use of a high-cost gas component makes a closed loop cir-
culation system mandatory. The proposed system will consist of functional modules that are designed
as standardised units for all LHC gas systems. Table 8.1 indicates the location of these modules. The
mixing, purifying, and gas recovery are located on the shielding plug in the pit PX24. The component
sizes and ranges will be adapted to meet the specific requirements of the TRD gas system. An overview
of the distribution system can be seen in Fig. 8.2. The basic function of the gas system is to mix the
components in the appropiate proportions and circulate the gas through the TRD chambers at a pressure
of ≤ 1 mbar above atmospheric pressure. Some of the basic parameters of the TRD gas system are given
in Table 8.2.

Table 8.1: Functional modules of the TRD gas system and their location.
Functional module Location

Primary gas supplies SGX Building
Mixer SGX Building
Circulation loop
Distribution rack PX24 Pit
Pump UX24 Pit
Pressure regulation UX25 Cavern
Recovery SGX Building

8.3.1 Mixing unit

An LHC gas mixing unit, schematically shown in Fig. 8.3, will be used to mix the components in the
appropriate proportions. The flows of component gases are metered by mass-flow controllers, which
have an absolute stability of 0.3% over one year, and a medium term stability of 0.1% under steady
state conditions. Flows are monitored by a process flow control computer, which continually calculates
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Figure 8.2: Schematic layout of the TRD gas system, showing the location of the different modules.

Table 8.2: Basic parameters of the TRD gas system.
Max. No. of modules 540
Maximum volume 27.2 m3

Gas mixture Xe,CO2

Working overpressure 1 mbar
Filling rate 5 m3/h
Circulation flow rate 5 m3/h
Operation period per year 8 months

the mixture percentages supplied to the system. The anticipated fresh gas flow at operating conditions,
which depends strongly on the leak rate, is expected to be not higher than 0.5 l/h.

Filling of the detector will be done in a closed loop circulation mode, where the purging N2 gas is
gradually replaced by the operation mixture. The separation and recovery of the Xe,CO2 mixture will be
done in the recovery plant. The start up period is estimated to take 11 days for a purification-injection
rate of 20% of the total volume, i. e. 5 m3/h. Under normal operating conditions the mixing unit will top
up the gas which is removed from the system for purification purposes or by losses due to leaks within
the circuit.

8.3.2 Circulation and purification system

The gas mixture is circulated in a closed loop as has been shown in Fig. 8.2. Return gas from the detector
must be compressed well above atmospheric pressure to pump it back to the surface gas building where
it will be recycled through the purifier. The pump itself will be located on the shielding plug in PX24.
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Mixer

To analysis

To purifier

Figure 8.3: Gas mixing unit, located in the surface gas building. The substantially different gas flows in the
filling and running modes are controlled by two different mass flowmeters per gas line.
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Figure 8.4: General layout of the circulation gas loop.

As already pointed out, the hydrostatic pressure over the total height of the detector is 2.5 mbar.
Since the detector working pressure is limited, for mechanical reasons, to 1 mbar, a subdivision of the
full detector into height sections is necessary. Furthermore, the flow and pressure regulation must be
done in each section independently. In particular, the sensor for the pressure regulation must be as close
as possible to the detector inlet or outlet, in order to minimise hydrostatical and hydrodynamical pressure
differences between the chamber and the sensor. On the other hand, due to space limitations inside and
around the L3 magnet, it is desirable to place as much hardware as possible in other areas.

Taking into account these considerations, the following gas distribution into the detectors is proposed
and shown in Figs. 8.4 and 8.5: gas in the recirculation unit at the plug (see Fig. 8.2) is distributed through
a 54-line manifold where the lines going to the detector are thin enough (4 mm inner diameter) in order
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Figure 8.5: The distribution of the gas mixture into the 18 sectors of the detector by thin lines, with the flow and
pressure regulation, and the back-up system

to achieve a uniform, substantial pressure drop of almost 100 mbar. If all the lines have the same length,
the pressure drop in each line will be much larger than the hydrostatic differences between sectors. In
this manner, the individual flow regulation can be skipped. Each line serves one set of 10 chambers (two
layers back and forth in z direction) and the pressure regulation sensor is placed at the outlet, thus being
the only component inside the L3 magnet. All the other components will be located at the plug.

The feedthrough from chamber to chamber will be a short (3 cm) pipe with an inner diameter of 18
mm, which results in a negligible (0.04 mbar) total impedance to the gas along the 10 served chambers.
The pressure regulation will be performed at the outlet of each sub-circuit (three per sector) by placing the
pressure sensor near the last chamber. Still inside the L3 magnet a 3-fold manifold will merge the lines
from each sector into one 16 mm line. Therefore, a total of 18 outlet lines will run up to an accessible
area at the plug, where the rest of the instruments for flow and pressure regulation will be installed. All
of these circuits will route into the L3 magnet space from the RB26 side (the side of the muon arm).

The loop pressure regulation is performed by acting on the suction speed of the compressor. A
pressure sensor located at the detector outlet drives the reaction mechanism. In addition, gas losses are
compensated for by acting on the mixing unit flowmeters according to a pressure sensor located at the
high pressure buffer after the compressor. In this manner, the regeneration rate can be chosen anywhere
within the range of the mixing flowmeters, and the unrecoverable gas is limited to the leaks.

The purification system will remove, as usual, oxygen and water contamination in the gas. This
will be done with cartridges filled with activated copper. A configuration in parallel allows one to run
gas through one purification cylinder while the other one is being regenerated. Regeneration is done by
heating the cartridges to 200◦ C under an Ar,H2(7%) (Noxal) mixture.

8.3.3 Backup system

In case of a misfunctioning of the pressure regulation, for example due to a power failure, the two-way
safety bubblers, located near the detectors, shall ensure that the maximum over- and underpressures that
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the detectors can stand does not exceed 2-3 mbar. However, this mechanism should be regarded as the
ultimate safety for the system. In case of an increase of the atmospheric pressure during such periods,
the safety bubblers would allow air to be sucked into the detectors thus deteriorating the purity of the
operating gas. The purifiers and the recovery station might therefore get rapidly saturated.

In order to prevent air to enter the gas loop, a backup system for cases of failure has been foreseen.
It consists of a permanent flow of CO2 that circulates to an exhaust which passes by one of the sides
of a bubbler. In this manner, positive fluctuations of the ambient pressure results in an enrichment of
CO2 in the mixture, which can be gradually compensated for by the fresh gas injection mechanism as the
experiment is restarted. Negative fluctuations of the ambient pressure will lead, in any case, to the loss
of some precious xenon. The flow of backup CO2, and the expected rate of xenon loss, is estimated from
experience to be driven by short maximum pressure fluctuations of 5 mbar/h.

8.3.4 Recovery station

Nitrogen, which enters the recirculation loop through leaks, cannot be removed by the purification sys-
tem. Thus, a separation station is needed in order to extract the N2 from the system and recover the
xenon for recycling. The precise gas purge rate into the recovery unit, estimated to be 0.1% of the
detector volume per hour (2.4 l/h), will be determined by the actual leak rate of the system.

scale

loop
main

to mixer

Figure 8.6: Schematic layout of the cryogenic plant used to separate the nitrogen from the components of the gas
mixture.

The proposed cryogenic recovery unit is shown in Fig. 8.6. Similar concepts have already been used
by the NOMAD [1] and ALEPH [2] experiments. The operating principle is based on the selective
distillation of the gas by cooling it down to nearly the temperature of liquid nitrogen (LN2). Because the
freezing point of both the xenon and the CO2 are above that of the nitrogen, as shown in Table 8.3, by
cooling down with LN2 a storage vessel, one can freeze both the xenon and the CO2 as the gas enters the
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vessel, while still keeping the nitrogen in the gas phase. A scale that weighs the vessel is used to control
the amount of gas that enters the vessel. Once the desired amount - such that at room temperature the
pressure would not exceed 200 bars - has been frozen, the gas left in the vessel is pumped and vented out
until the pressure drops to essentially zero. Then, the vessel is brought back to room temperature. The
time-pressure diagram corresponding to this operation is shown in Fig. 8.7. One can see the shoulders at
which condensation and evaporation of the gas components take place as the temperature cycles down
and up. The non-volatile component, namely the nitrogen, is pumped out at 60 min. This method, which
accounts for no loss of xenon, results in a nitrogen-free mixture, although at some loss of CO2. When the
mixture in injected back into the loop, appropiate monitoring of and compensation for the loss of CO2

will take place by injecting fresh quencher according to the reading of a dedicated CO2 analyser.
This procedure will be carried out in parallel by doubling up the recovery vessel, such that while

one vessel is being filled, the second one is used to feed gas into the loop. The frequency at which the
recovery cycle has to be carried out depends strongly on the actual leak rate of the detector.

The recovery vessels will be filled up to the equivalent of 100 bars in a 9 m3 bottle. For this purpose,
the vessels will be cooled down with LN2 as the gas enters it, such that a normal compressor can be used.
This operation may require that the temperature cycle is repeated twice, since the freezing of the mixture
in a turbulent regime may lead to trapping of some nitrogen into the condensed gas.

We consider the possibility to reuse an existing recovery plant which has been used in the ALEPH
experiment for the same purpose and with the same gas mixture. We now have this plant in hand.
Although conceived to work in a double temperature cycle for distilling the pure Xe, it has actually been
used in exactly the same manner [3] as we propose in this document and have tested in a small set-up.

Table 8.3: Freezing and boiling points, in ◦ C, of some gases relevant to the present gas system.
Gas Freezing point Boiling point
N2 −209.86 −195.8
Xe −111.9 −108.1

CO2 −78.4 (subl.)

8.4 Gas distribution pipework

All pipes and fittings in the TRD gas system will be made of stainless steel. The pipes will be butt-welded
together to reduce the possibility of contamination and leaks to a minimum. Existing gas pipes at point 2
will be reused as far as possible. Table 8.4 shows an overall view of the main piping parameters. A total
of 54 pipes run from the plug into the detectors, all on the RB26 side, left and right of the TRD.

Table 8.4: Main piping parameters.
Number of Pipe inner Pipe Nominal Reynolds Pressure

pipes diameter length flow number drop
[mm] [m] [m3/h] [mbar]

SGX building to plug 1 73 90 5 5052 .12
Plug to RB26 side 54 4 100 0.1 1893 97
RB26 side to plug 18 16 100 0.28 1325 1.1
Plug SGX building 1 73 90 5 5052 .12
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Figure 8.7: The evolution in time of the pressure of a Xe-CO2-N2 gas mixture as it is cooled with LN2. At 40
min solidification of CO2 takes place, followed by the xenon at 50 min. At 60 min the gas (nitrogen) left in the
sample bottle is pumped out and the LN2 flow stopped until the mixture returns to the gas phase. The gas was
analysed with a mass spectrometer gas chromatograph system before and after the cryogenic treatment.

8.5 Prototype

A prototype gas system has been designed in collaboration with the CERN ST/CV group and built by
Tecnodelta (Italy). The schematic layout in its present configuration is shown in Fig. 8.8. This gas system
is being used in the current test beam experiments. Because the prototype chambers used so far have only
a few liters gas volume, the gas is made to flow through the detector prior to entering the loop, where
a higher circulation flow is best adapted to the strong pump of the system. The gas is then stored in a
recovery bottle where the cryogenic cycle, described in section 8.3.4, takes place. The detectors under
test can be included in the recirculation loop whenever their size and number increases. First operation
of this gas system, at the test beam in spring 2001, has shown adequate performance both in terms of gas
tightness and overpressure regulation of the gas in the test detector at the 0.1 mbar level.

It is intended to reuse both the principle of operation and most of the parts of this gas system for
the final one. The manual valves will be replaced by remote-controlled ones (or completed with remote-
controlled turning devices) and the manifolds and subsequent flow and pressure regulation hardware will
be added, which will account for most of the cost. In addition, two more extra compressors, one of them
being spare, will be added in order to be able to pump the gas from the plug to the surface and fill the
recovery bottles at the required flow.
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Figure 8.8: Layout of the gas system prototype used for the current TRD tests. For small detector volumes,
the chamber is placed outside, upstream of the loop and the recirculation is regulated only by automatic tuning of
the comrpessor speed. A fraction of the gas, equal to the fresh gas injected into the system, is pumped into the
recovery bottle. The configuration shown in the figure corresponds to the case of larger detector volumes. The flow
is regulated by acting both on the compressor speed (25) and on the loop main flowmeter (12) so as to keep the
detector overpressure to the value set at the outlet pressure sensor (21). Leaks, if existing, are sensed at the high
pressure vessel at the compressor output by the corresponding sensor (33), which opens the fresh gas injection
flowmeters (6 and 9) whenever necessary. In order to keep the electrical complexity of the system low, all valves
are manual.
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9 Services

9.1 Low voltage power distribution

The TRD electronics is located on the readout plane of each chamber. Low voltage has to be distributed
to these areas of the detector to power the multichip modules (MCM), see Chapter 5. Two possible
solutions are being considered for supplying power to the detector front-end electronics, inside the L3
magnet:

• power supplies located outside the magnet, in the experimental hall, delivering the required voltage
and current directly to the load. In this case the power cable conductor cross-section must be large
enough to limit the voltage drop, and cable bulk as well as copper conductor weight are major
concerns;

• DC-to-DC converters placed inside the magnet and close to the load. In this case the cross-section
of the input power cables can be significantly reduced. However the converters must be able to
operate in the magnetic field up to 0.5 T, either by shielding or by using a special design. The
possible effects of radiated or conducted noise from the switching supplies need to be understood.
Moreover, the reliability constraints are increased since access for maintenance is very limited.

In both cases low-drop voltage regulators are installed on the electronics boards. The first solution has
been worked out in detail and is presented here. The second one is being investigated.

9.1.1 Requirements

The low voltage system must deliver a large current (about ∼18kA in total for Pb-Pb collisions) at
3.3 V and 2.5 V. For noise isolation, the power will be distributed separately for the preamplifier/shaper
(analog-1), ADC/filter (analog-2) and digital parts (digital-1). Low-drop linear regulators installed just
before the electronics are used to regulate the bias voltage. The power supply requirements, expected
currents and resulting power are summarized in Table 9.1. The numbers are calculated using 0.35 µm
technology for the preamplifier/shaper and 0.25 µm technology for the ADC and digital components,
see Chapter 5.

Table 9.1: Power supply requirements of the electronics. V: required voltage. Pch: Power consumption per
channel. Ptotal and Itotal : Total power and total current required by the electronics. Ptotal

reg : Total power dissipated
in the low-drop linear regulators. The numbers are based on 1.16×106 channels and the expected trigger rates for
Pb-Pb and p-p collisions.

V(V) Pch(mW) Ptotal (kW) Itotal (A) Preg
total (kW)

analog-1(PASA) 3.3 V 10 11.6 3503 1.4
analog-2(ADC,filter) 2.5 V 27.4 31.7 12690 5.2
digital-1Pb−Pb 2.5 V 1.1 1.2 1515 0.6
digital-1p−p 2.5 V 11.9 13.7 10139 4.2

For the digital part the power consumption and required currents depend on the trigger rate, the
numbers for both Pb-Pb collisions (10 kHz and 1 kHz L1A, see Section 1.2) and p-p collisions (150 kHz
and 5 kHz L1A) are quoted but the p-p values are taken for the design. The power in the analog parts
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is constant. For example, doubling the trigger rate increases the total power consumption only by 3%
but the required current in the digital-1 supply by 68%. The maximum power consumption is 49.3
mW/channel for p-p collisions. Taking into account the total amount of channels of 1.16×106 and the
power dissipated in the regulators, the total power dissipated by the electronics is 67.8 kW (51.7 kW for
Pb-Pb collisions).

9.1.2 Low voltage power supplies and cables

The low voltage system will be subdivided into independent low voltage channels. The actual number of
LV channels is a compromise between cost and performance. Each of them will power a complete layer,
that corresponds to 5 chambers. This means a total of 3×108 cables (analog-1, analog-2 and digital-
1) and their respective return lines. The power supplies will be located outside the L3 magnet (UX25
cavern) on both sides of the detector (RB24 and RB26) in an area not accessible during LHC operation.
In this scenario a cable length of about 31 m is needed, 15 m from the power supplies to the magnet and
16 m from the magnet up to the distributing ring and all the layer length. The cables will pass through
the L3 magnet doors, at about half the height of the detector.

Table 9.2: Characteristics of each cable (c) for a low voltage system based on 108 channels and trigger rate as
corresponding to p-p collisions. Ic: Current carried in each cable. S and Lc: Cross section and length of each cable.
Wc: Cable weight, Rc: Cable resistance. Ptotal

c : Total power dissipated on the cables.

V(V) Ic(A) S × Lc (mm2×m) Wc(kg) Rc(mΩ) Ptotal
c (kW)

analog-1 4.3 V 33 (58×15+31×16) 12.3 17.7 4.2
analog-2 3.5 V 121 (211×15+113×16) 44.6 4.9 15.4
digital-1Pb−Pb 3.5 V 14 (25×15+14×16) 5.3 41 1.8
digital-1p−p 3.5 V 96 (169×15+90×16) 35.6 6.1 12.2

The cable characteristics, summarized in Table 9.2, are selected as a compromise between voltage
drop, power dissipation and cross section. The p-p scenario has been used for the design. Cables are
designed with two widths, one part of 15 m length from the power supplies up to the L3 magnet. This
selection is done to minimize the power dissipation in a region where there is no space limitation. The
other part, of 16 m length, from the magnet doors to the detectors where the width is reduced to the half
to fit into the available space (see Fig. 9.1). With this design the voltage drop in the cables is 0.59 V and
the total surface occupied for the bare cables is 505 cm2. The total weight of such Cu cables is about 19 t.
In addition to the 505 cm2 some space has to be considered for isolation and cooling of the cables, since
the total power dissipated on the cables is 21.4 kW for Pb-Pb collisions and 31.8 kW for p-p collisions
(see Table 9.2). If we account for a voltage drop of 0.59 V along the cable and of 0.4 V for the local
regulation, the power supplies should provide 4.3 V and 3.5 V, respectively.

A schematic layout of the low voltage system is shown in Fig. 9.1. The power supplies are floating.
The return lines are connected to the front-end detector ground. The low voltage system as previously
described presents some disadvantages with regard to cable cost and heat losses in the cables, and also to
the space occupied by the cables passing through the L3 magnet doors. Therefore, an alternative scheme
based on delivering the power at a higher voltage (48 V) and converting it to the required one very close
to the detector is also under consideration. Inside the L3 magnet in the distributing ring two types of
Vicor DC-to-DC converters (V48B3V3C150A and V48A3V3C264A, for example) could be used for
voltage conversion. It still needs to be proven that these devices can work inside the L3 magnet. Some
calculations [1] show that a magnetic shield of 2-3 cm will be needed to have acceptable attenuation of
magnetic field densities of 0.4 T. As the amount of converters is not negligible, the distortions created
inside the L3 magnet need to be studied. On the other hand, other companies like CAEN are also
developing DC-to-DC converters which could in principle work in magnetic fields. Recently, a prototype
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Figure 9.1: Connection of low voltage power supplies to electronics

has been tested at CERN showing a good behaviour up to 0.18 T. Higher values of magnetic field were
not available during the test. A second test in a magnetic field up to 1 T has also been done. The
device showed a behaviour according to specifications up to 0.5 T. After proper operation at 1 T some
components failed. As the principle of operation of the prototype is proven to work, the company plans
to work on improving its reliability.

9.1.3 Layout

9.1.3.1 From power supplies to each chamber

The low voltage power cables will come from the power supplies to both sides of the detector through
the L3 magnet doors. The cable configuration through the magnet doors can be seen in Fig. 16.2. The
cables will have a connector at the distributing ring to be able to disconnect from the supermodule for
maintenance. A flexible cable might be forseen there.

Figure 9.2: Routing of the low voltage power cables along a layer.



132 9 Services

In order to avoid current loops in the detector the power cables and their respective return lines will
be routed in the same side of the layer. In addition, the chamber readout PCB is split into two ϕ sections,
the power to each layer will come from both ϕ sides. To keep the number of LV channels constant at
108, each cable will be split into two at the level of the distributing ring. The space between the chamber
holder and the supermodule case will be use to route the cables along z in each layer, see Fig. 9.2. The
cables will supply the voltage to the chamber underneath. This part of the cable also needs cooling.

9.1.3.2 Inside the chamber

Depending on the chamber position and the layer the MCMs in a chamber are organized in rows of
4+4 MCM each making a total of up to 76 rows per layer. Each cable will have up to 76 connections
consisting of a low-drop voltage regulator and 4 MCMs connected in series. The 4 MCMs will also be
connected in series for the return line cable. The power distribution scheme inside a chamber is depicted
in Fig. 9.3.
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Figure 9.3: Routing of the low voltage power cables in the readout plane (only half chamber is depicted) to power
each of the MCM rows. The cables along a layer are also shown.

Each of the MCM rows in the chamber will receive the necessary power from the low voltage power
cables running along z on both sides of the layer. Cables up to 0.61 m length for the largest chamber
will be necessary. Assuming that 20% of the chamber plane is covered by Cu, the width of the power
lines could extend up to 0.8 mm, 4.0 mm and 2.7 mm for analog-1, analog-2 and digital, respectively,
with a standard thickness of 34 µm. The return lines are designed with the same parameters. With these
characteristics a voltage drop of 113 mV, 82 mV and 97 mV can be expected in the worst case. The
power dissipated in these traces will be 27.7 W per layer for Pb-Pb collisions (45.9 W per layer for p-p
collisions) , i.e. adding 4.7% to the total heat dissipated in a layer.

9.2 High voltage power distribution for drift field

The high voltage distribution for the drift field will be done according to chambers. The total number of
HV channels is 540. Each channel should be independent in terms of voltage setting, current limit, ramp
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up and down, switching on and off and monitoring of current and voltage.

9.2.1 Requirements

In order to create the necessary drift field a high voltage of -2.1 kV is needed (See Chapter 4). The ripple
has to be kept smaller than 50 mV peak to peak and the stability should be better than 0.1% over 24
hours.

9.2.2 High voltage power supplies

The power supplies should be able to deliver up to -3.5 kV with a current of up to 500 µA/channel. These
values contain already a safety margin compared to nominal running conditions. The high voltage power
supplies will be positioned on both sides of the detector (RB24 and RB26) outside the L3 magnet in the
UX25 cavern. A total length of about 60 m is anticipated between the high voltage power supplies and
the detectors. A 42 Ω cable type HTC-50-1-1 (standard CERN) can be used (in accordance with IS23
regulations) from the power supplies to the detector. This HV cable is 3.30 mm in diameter, leading to a
total cross section of 540×0.086 cm2= 46.2 cm2 for all 540 cables.

9.2.3 Layout

The cables will be grouped together, passed through the L3 magnet doors, and brought up to the distri-
bution ring. A connector is foreseen there in order to be detachable from the detector for maintenance.
The cables will then be separated in order to power the individual field cages, see Fig. 4.7. Consecutive
ϕ-sectors will be powered from opposite sides of the magnet.

9.3 High voltage power distribution for readout chambers

The anode wire plane of each chamber will be supplied with HV independently. The total number of
individual HV channels is 540. Such granularity is important in case of failure, because it reduces the
affected area to one chamber.

9.3.1 Requirements

The anode wires need a voltage of around 1.7 kV in order to reach the required gas gain. (See Chapter 4).
The ripple should be smaller than 50 mV peak to peak and the stability better than 0.1% over 24 hours.

9.3.2 High voltage power supplies

The power supplies should be able to deliver up to 2.5 kV with a maximum current of about 40 µA/channel.
These numbers contain already a safety margin compared to nominal running conditions. The high volt-
age power supplies will be positioned on both sides (RB24 and RB26) of the detector outside the L3
magnet (UX25 cavern). A total length of about 60 m is anticipated between the high voltage power sup-
plies and the detectors. A 42 Ω cable type HTC-50-1-1 (standard CERN) can be used (in accordance with
IS23 regulations) from the power supplies to the detector. The diameter of this cable type is 3.30 mm,
leading to an area of 540×0.086 cm2= 46.2 cm2.

9.3.3 Layout

The cables will be grouped together, passed through the L3 magnet doors, and brought up to the distribu-
tion ring. In order to be detachable from the detector a connector is foreseen there. The cables will then
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be separated in order to power the anode wire plane of each individual chamber. Consecutive ϕ-sectors
will be powered from opposite sides of the magnet.

9.4 Cooling distribution

9.4.1 Requirements

The TRD cooling system needs to remove a large amount of heat (up to 76 kW for Pb-Pb collisions and up
to 105 kW for p-p collisions). A large part of it, 64.1 kW and 86.7 kW respectively, are generated inside
the supermodules by the front-end electronics and low voltage distribution inside the supermodules. This
heat is dissipated over a large area ∼800 m2. The 6 layers are separated by only about ∼4 mm. These
factors determine the choice of the cooling agent to be demineralized water. Forced air cooling technique
has also been considered for its obvious advantage of introducing no additional material within the TRD
acceptance. Calculations have shown that effective cooling cannot be achieved with such an approach
without applying prohibitively high air pressure on the cathode planes of the detectors. Moreover, the
configuration of the TRD and other ALICE subsystems make it difficult to introduce an air supply duct
of large cross-section required for the air flow. Water cooling will be free of these limitations and will
provide effective cooling with relatively little material. The second generation Leakless Liquid Cooling
System (LCS2) has been selected. This type of system has been successfully used by other experiments
at CERN (CERES/NA45, NA49) and at BNL (STAR) and has been proposed for other LHC experiments
as well (ALICE TPC, ATLAS calorimeter and CMS pixel detector) [2, 3].

9.4.2 Description of cooling system and layout

The scheme of the cooling system developed in collaboration with the CERN/ST/CV group is depicted
in Fig. 9.4. The main parameters of the cooling system are described in Table 9.3.

Table 9.3: Main piping parameters of the cooling system based on the heat dissipation for Pb-Pb collisions. The
pipe profile inside a supermodule along z is chosen to be rectangular to fit in the available space. The equivalent
diameter assuming a cylindrical pipe is quoted.

Number of Material Inner Length Nominal Pressure
pipes diameter flow drop

(mm) (m) (mbar)
RB26 to L3 magnet 1 polyethylene 60 30 19.3 m3/h
return 1 polyethylene 60 30 19.3 m3/h
magnet to supermodules 18 polyethylene 20 15 1.1 m3/h
return 18 polyethylene 20 15 1.1 m3/h
supermodules to layers 108 inox 20 7 178.3 l/h 29

(along z)
return 108 inox 20 7 178.3 l/h 29
layer to MCM 2736 Al 2 5.6 6.9 l/h 267

The cooling system will be positioned on one side of the detector (RB26) outside the L3 magnet
(UX25 cavern). Each of the 18 sectors will be supplied and controlled independently. This scheme
presents the advantage of easier regulation and control. Moreover, the pressure regulators used to main-
tain the pressure below the atmospheric can be positioned outside the magnet avoiding the use of special
equipment. Flow regulators instead of pressure regulators might be considered. Each of the 18 circuits
will supply cooling water to the 6 layers in a supermodule. The cooling liquid is kept in the storage tank
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Figure 9.4: Water cooling system scheme based on sector distribution.
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positioned at the lowest point of the system at a distance of about 30 m from the L3 magnet. The liquid
is moved by a circulator pump into the heat exchanger cooled by chilled water from the CERN network.
Two main pipes 60 mm diameter made of polyethylene, with cold and warm water respectively, bring
the water from the tank to the base of the magnet and vice versa. From the base of the magnet 18 pipes
of 20 mm diameter each pass through the magnet doors and bring the water to the sectors. On the return
side the 18 pipes pass through the magnet doors and are collected together outside the magnet. In the
present scheme, it is foreseen to provide the cold water in the lowest point of each sector and to collect
the warm water on the highest point in order to have more homogeneous water flow in all pipes. Each
circuit has a valve at the input and at the output at the level of the distributing ring to be detachable in
case of maintenance. One of them is pneumatically controlled to be able to stop the water flow in case of
problems during running time. At the input of the pressure regulators the pressure is above atmospheric
pressure. The regulators adjust the pressure in the individual lines to a value that is below atmospheric
pressure. They also guarantee that in all subsections of the cooling circuit a value below atmospheric
pressure is maintained. Any leak in these lines and connections will not lead to a leak of cooling liquid.
A vacuum pump in the return line sustains a pressure below atmospheric pressure and discharges any
excess air collected.

9.4.2.1 Water distribution to the layer

Figure 9.5: Main distribution of cooling water in a layer. For simplicity only one chamber with 12 rows is shown.

The layer subcircuit consist of 2 main rectangular pipes (20 mm equivalent diameter) along z made of
stainless steel, see Fig. 9.2 and Fig. 9.5. Their function is to supply water to the individual pipes running
in ϕ across the chamber where the heat sources are and to serve as a collector for the warm water. The
flow in these pipes is turbulent. The pressure drop for a turbulent flow of 179.3 l/h (see below) in a
straight pipe of 7 m is of about 29 mbar. The space between chambers and the supermodule casing will
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be used to route the cooling pipes, see Fig. 9.2. Each layer has a heater to regulate the water temperature
and a filter to avoid impurities coming into the system. Each layer also has a manual valve to be able to
close individual layers independently during tests. As the pressure drop along z is negligible with respect
to the one across ϕ the water input and output can be on the same side.

9.4.2.2 Water distribution inside the layer

The readout boards will be designed such that the components radiating most of the heat (MCMs)will be
aligned. Each MCM will be covered by a thin plate of Al for good thermal contact. An Al tube of 2 mm
diameter will run across ϕ, to take away the heat produced in a row of MCMs (see Fig. 9.5). The path
of the water pipe on the Al plate corresponds to aproximately three times its width in order to increase
the heat transfer to the water. The water flow in these pipes will be 6.9 l/h, and the flow is laminar.
Three rows will be connected together to have a large pressure drop in ϕ and to reduce the number of
connectors. As the number of rows in a chamber is not a multiple of 3, rows of different chambers will be
connected together. The temperature difference between input and output of the small pipes is 3 degrees
for the flow of 6.9 l/h. However, as the warm and cold lines are inserted together the overall temperature
gradient will be minimized. The total flow for a layer is 179.3 l/h corresponding to 19.3 m3/h for the
complete detector.

9.5 Gas distribution

The gas system has been described in Chapter 8. Therefore, only the relevant parameters from the
services point of view will be mentioned here.

9.5.1 Layout

As already mentioned in Chapter 8, the hydrostatic pressure over the total height of the detector is 2.5
mbar. Since the detector working pressure is limited, for mechanical reasons, to 1 mbar, a subdivision
of the full detector is necessary. Furthermore, the flow and pressure regulation must be done in each
section independently. On the other hand, due to space limitations inside and around the L3 magnet, it is
desirable to place as much hardware as possible in other areas. Taking into account these considerations
gas is distributed through a 54-line manifold. Each line serves one set of 10 chambers -two layers back
and forth in z-, and the pressure regulation sensor is placed at the outlet, thus being the only component
inside the L3 magnet. All the other components will be located at the plug. Table 9.4 shows an overall
view of the main piping parameters.

Table 9.4: Main piping parameters of the gas system.
Number of Pipe Length Nominal

pipes diameter [m] flow
[mm] [m3/h]

SGX building to plug 1 73 90 5
Plug to RB26 side 54 4 100 0.1
RB26 side to plug 18 16 100 0.28
Plug SGX building 1 73 90 5

The feedthrough from chamber to chamber will be a short (3 cm) pipe with an inner diameter of 18
mm. The pressure regulation will be performed at the outlet of each sub-circuit (three per sector) by
placing the pressure sensor close to the last chamber. Still inside the L3 magnet a 3-fold manifold will
merge the lines from each sector into one 16 mm line. Therefore, a total of 18 outlet lines will run up to
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an accessible area at the plug, where the rest of the instruments for flow and pressure regulation will be
installed. All of these circuits will route into the L3 magnet space from the RB26 side (the side of the
muon arm).
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10 Material budget

As already emphasized many times the performance of the TRD will crucially depend on its overall
radiation thickness. In Table 10.1 we summarize the radiation thickness of all components in the active
area of the detector. In the simulations (see Chapters 6,11,and 12) also detector material outside the active
area has been considered to properly account for the induced background due to structural elements and
other detectors of the central barrel.

Table 10.1: Material budget of the TRD. Only components contributing within the detector’s active area are
listed.

Element Material X/X0 [%] at η = 0
radiator G10/Rohacell/fiber 0.93
radiator gas air 0.02
drift electrode metallized Mylar 0.02
drift chamber gas Xe/CO2 0.24
pad plane G10/Cu 0.13
foam backing Rohacell 0.18
stiffening fibers carbon fiber 0.09
readout motherboards G10/Cu 0.44
multichip module G10/Si/epoxy 0.14
cooling H2O/Al 0.20
1 TRD module 2.39
full TRD 14.34

The total radiation thickness of the radiator includes all components listed for the S-HF71 sandwich
radiator with reinforcement as listed in Table 3.1 of Chapter 3. In the material budget of the radiator gas
the air gap between consecutive layers of the TRD was also included. If the surfaces of the laminated
radiator foam are very smooth, it may be possible to reduce the thickness of the drift electrode somewhat
(it has been included assuming a thickness of 50 µm).

For the drift chamber gas, Xe/CO2 (85/15) with a total thickness of 37 mm has been considered.
The padplane is included with a thickness of 250 µm and a copper coating of 5µm. The pad planes are
supported by a Rohacell R© HF31 foam backing. The backing itself is reinforced by glueing carbon fiber
rods with a diameter of 1.8 mm into groves with a regular spacing of 1.5 cm. Averaging the material of
the carbon fibers over the detector surface, this is equivalent to a homogeneous layer of 200 µm thickness.
The readout motherboards will be 4-layer printed circuit boards of 400 µm thickness. Two layers will
be used for power and ground. Both of these layers will have an areal coverage of copper of 20% each.
The other two layers will be signal layers with a coverage of copper of 30% each. It is foreseen to use a
standard multilayer printed circuit board here, so the copper thickness is 34µm. Passive components such
as small chip capacitors for decoupling and storage, voltage regulators, the PAROLI link, and the TTCrx
chip have not been considered. However, they should only contribute a very moderate and localized
increase in the overall radiation length.

The multichip modules will be implemented as ball grid arrays (BGA). The size of them will be
below 10 cm2. They cover only about 10% of the active area. The radiation length quoted is averaged
over the detector area. In the estimate of the radiation length of such a modules the chip carrier(G10),
the silicon wafers, their glob top, and the solder balls were included. The mulitchip modules will be
actively cooled as outlined in Chapter 9. The individual cooling pads will be thin aluminum panels
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(1mm) in thermal contact with an aluminum pipe of 2 mm diameter filled with water. The areal coverage
corresponds to about 12% of the active area.
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11 Detector performance

11.1 Requirements

The main purpose of the TRD is to provide electron identification and tracking in the momentum range
above 1 GeV/c . Therefore it has to be assured that a sufficient pion suppression can be achieved, even
in the high multiplicity environment expected in the ALICE experiment. Additionally, a high tracking
efficiency and good momentum resolution for particles in the momentum range of interest is required.
In Chapter 1 the physics objectives and the correspondingly following detector requirements are already
described. Table 11.1 summarizes again the basic requirements on the detector performance that have to
be achieved.

Table 11.1: Detector requirements.
momentum resolution 5% (for p = 5 GeV/c )
tracking efficiency 90% (for p > 1 GeV/c )
π-rejection factor 100 (for 90% e-efficiency and pt ≥ 3 GeV/c )

11.2 Simulation of the detector response

In order to study the performance of the TRD detector in a high multiplicity environment, a detailed
simulation of the detector response is necessary. The output of this simulation should be as close as
possible to the raw data that will be produced in a real experimental run. This allows to apply the same
reconstruction software to simulated data that later on will be used for the analysis of the real data.

In the following the procedure to simulate the detector response is described. It can be divided into
two basic steps: The first is the generation of electron clusters in the drift volume by the energy loss of
charged particles and the absorption of TR-photons. The second step involves the transformation of the
deposited charge into raw-data like ADC-signals, which then can serve as input to the reconstruction.
Boths steps are implemented in AliRoot [1], the ALICE software package, which provides an object
oriented framework for the simulation and the reconstruction. Therefore most of the software is written
in C++ and based on the ROOT package [2], although for the tracking of Monte Carlo generated particles
routines from GEANT 3.21 [3] are used.

Throughout this chapter the cartesian coordinates (x, y, z) are in the coordinate frame of a single
readout chamber. The z-direction is parallel to the beam axis, y is the direction parallel to the anode
wires and follows the rϕ-direction of the detector, and x is the drift direction. The Color Fig. 3 shows the
geometry of the TRD as it is implemented in the AliRoot package.

11.2.1 Energy loss

The simulation of the energy loss in the TRD gas follows in principle the same recipe already employed
for the ALICE TPC [5]. In a first step the electromagnetic interaction of a charged particle releases
primary electrons from the atoms of the TRD gas. The probability for primary ionization as a function
of the distance s travelled follows an exponential probability distribution [6, 7]:

P(s) =
1
D

exp

(−s
D

)

. (11.1)
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The symbols represent the available measurements and the lines show model predictions.

Here D denotes the mean distance between the primary ionizations and is defined as:

D =
1

〈Nprim〉 f (βγ)
. (11.2)

The quantity 〈Nprim〉 is the average number of primary electrons per cm created by a minimum ionizing
particle (MIP) and f (βγ) = I/IMIP is the Bethe-Bloch curve. There are large differences in the literature
concerning the value of 〈Nprim〉 and the height of the Fermi plateau of the Bethe-Bloch curve for Xe, as
is illustrated by Table 11.2:

Table 11.2: Different parameters concerning the primary ionization of MIPs.
GEANT [3] Sauli [8] Ermilova [4]

〈Nprim〉 (1/cm) 20.5 44.0 48.0
Fermi plateau (mean) 1.56 - 1.36

In Fig. 11.1 we show the magnitude of the relativistic rise for Xe in terms of the most probable (m.p.)
values. All values are normalized to the MIP case (γ = 4). The average values of the number of primary
collisions per cm, 〈Nprim〉(i), as calculated using GEANT is the input to the simulations. The resulting
most probable values of the energy deposit are plotted as solid line. The results of the simulation are
compared to the existing measured data [9–11], to which they agree well. Also included is a Photon Ab-
sorption and Ionization (PAI) model calculation (dashed line, labelled Allison) [12], giving very similar
results (naturally, as GEANT is using PAI for the calculation of 〈Nprim〉). A similar agreement to the
experimental data was obtained by a PAI implementation in GEANT4 [13].

If a charged particle is found to be passing through the Xe filled drift volume of a readout chamber,
its average step size is set according to eq.11.2. After each step, calculated using Eq. 11.1, a primary
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Figure 11.2: The distribution of the number of primary electrons Nprim (left panel) and of the total number of
electrons Ntot (right panel).

ionization process is assumed and correspondingly an electron cluster is created. The left panel of Fig.
11.2 contains the distribution of the number of primary electrons (i.e. number of electron clusters) Nprim

for a MIP (0.56 GeV/c pions, solid line) and for 3.0 GeV/c electrons (dashed line). According to the
Ermilova value of 〈Nprim〉 chosen in this simulation, the MIP distribution centers around 48.0/cm.

In order to determine the number of electrons in each cluster, the energy spectrum of the primary
electrons has to be known. Due to the lack of measurements for Xe, one has to rely on models here.
Based on the PAI model, the authors of [4] derive a spectrum, which results in reasonable values for
the average ionization energy loss and which is therefore implemented in our simulation. Figure 11.3
displays this distribution (labelled Ermilova) and also includes a comparison to a distribution taken from
GEANT [3] (using the X-ray cross sections from Sandia) and a 1/E distribution, which is frequently
used for these purposes [8]. The curves in Fig. 11.3 are the integrated distributions

(

dN
dx

)

>E
=

∫ ∞

E

d2N
dxdE ′ dE ′ (11.3)

and therefore represent the number of inelastic collisions per cm with an energy transfer above E . The
distributions start at the first ionization potential, which is Ipot =12.1 eV for Xe, and extends into the re-
gion where GEANT starts generating tracks from δ-rays (> 10keV). We have chosen the Ermilova model
and the GEANT Fermi plateau in our simulations, since this generates a higher ionization and therefore
represents a worst case estimate in view of the particle identification capabilities. Note also that the sim-
ulation of the energy loss is done for pure Xe gas. For the actually used gas mixture (Xe,CO2 (15%) )
the ionization is additionally lower than what is implemented in the simulation.

Following the above described procedure, after each inelastic collision an electron cluster is pro-
duced. The number of electrons contained in this cluster Ntot is determined by the energy of the primary
electron E , which is chosen according to the Ermilova distribution, and the effective energy W that is
required to produce a free electron (W '22 eV for Xe).

Ntot =
E − Ipot

W
+1 (11.4)

The right panel of Fig. 11.2 shows the distribution of the total number of electrons Ntot per cm in Xe for
a MIP (0.56 GeV/c pions, solid line) and for 3.0 GeV/c electrons (dashed line). The mean value for a
MIP is 280 e−/cm and 425 e−/cm for 3.0 GeV/c electrons.
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The Color Fig. 4 shows an event display with the simulated hits in the TPC and TRD generated in
the above described way for particles of different species. One can clearly recognize the tracklets in the
6 TRD layers.

11.2.2 Transition radiation

For the study of the electron identification capabilities the production of transition radiation (TR) has to
be part of the simulation. Since this is not included in GEANT 3.21 it had to be added to AliRoot. A
straightforward calculation of a TR spectrum is only possible for a regular structure of interfaces like it
is realized in a foilstack radiator. The following section therefore describes how this is done in this case
and what is used within the simulation code.

Theory of TR

A practical theory of the TR production is presented in ref. [14–16]. Here only the most important results
are summarized.

The energy density spectrum radiated at polar angle θ by a charged particle with the Lorentz factor
γ traversing an interface between two dielectric media (with the dielectric constants ε1 and ε2) has the
following expression:

d2W
dωdΩ

=
α
π2

(

θ
γ−2 +θ2 +ξ2

1

− θ
γ−2 +θ2 +ξ2

2

)2

. (11.5)
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Figure 11.4: The energy spectrum of the TR photons calculated using eq.11.14 together with the parameters
given in Table 11.3.

This is deduced for γ� 1, ξ2
1,ξ2

2 � 1, θ� 1. Here ξ2
i = ω2

P,i/ω2 = 1−εi(ω), where ωP,i is the plasma
frequency for the two media and α is the fine structure constant (α = 1/137). The plasma frequency is a
material property and has the following expression:

ωP =

√

4παne

me
= 28.8

√

ρ
Z
A

eV , (11.6)

where ne and me are the electron density in the material and the electron mass. Typical values for plasma
frequency are ωP,CH2 = 20 eV, ωP,Air = 0.7 eV.

As the emission angle of the TR is small (θ ' 1/γ) one usually integrates over the solid angle and
gets the (differential) energy spectrum:

(

dW
dω

)

interface
=

α
π

[

ξ2
1 +ξ2

2 +2γ−2

ξ2
1 −ξ2

2

ln

(

γ−2 +ξ2
1

γ−2 +ξ2
2

)

−2

]

. (11.7)

For one foil one has to sum up the contributions of the two interfaces, resulting in the expression:
(

d2W
dωdΩ

)

foil
=

(

d2W
dωdΩ

)

interface
×4sin2(ϕ1/2), (11.8)

where 4sin2(ϕ1/2) is the interference factor.
For a stack of Nf foils of thickness l1, separated by a medium (usually a gas) of thickness l2, one has:

(

d2W
dωdΩ

)

stack
=

(

d2W
dωdΩ

)

foil
× exp

(

1−Nf

2
σ
)

sin2(Nfϕ12/2)+ sinh2(Nfσ/4)

sin2(ϕ12/2)+ sinh2(σ/4)
, (11.9)

where ϕ12 = ϕ1 + ϕ2 is the phase retardation, ϕi ' (γ−2 + θ2 + ξ2
i )ωli/2 and σ = σ1 + σ2 is the total

absorption cross section for the radiator (foil + gas).
The TR produced by a multifoil radiator can be characterized by the following qualitative features:



146 11 Detector performance

E (MeV)
10

-3
10

-2
10

-1

/g
)

2
 (

cm
ρ/µ

1

10

10
2

10
3

10
4 Xenon

Figure 11.5: The mass attenuation coefficient µ/ρ in Xe gas [19].

• One can define the so-called “formation zone”: Zi = (γ−2 + θ2 + ξ2
i )

−12/ω, which is interpreted
as the distance after which the separation between particle and emitted photon is of the order of
the photon wavelength [14]. The yield is suppressed if li � Zi and this is called “formation zone
effect”.
In the opposite case li � Zi interference can be neglegted and one has:

(

d2W
dωdΩ

)

foil
= 2×

(

d2W
dωdΩ

)

interface
;

(

d2W
dωdΩ

)

stack
= Nf ×

(

d2W
dωdΩ

)

foil
. (11.10)

• The TR spectrum has the most relevant maximum at ωmax = l1ω2
P,1/2π and this allows the “tuning”

of the performance of a TRD by varying the material and thickness of the radiator foils.

• For l2/l1 � 1 the TR spectrum is mainly determined by the single foil interference.

• The multiple foil interference governs the saturation at high γ, above the value:

γs =
1

4π

[

(l1 + l2)ωP,1 +
1

ωP,1
(l1ω2

P,1 + l2ω2
P,2)

]

. (11.11)

A convenient way to study the TR features is to use scaled variables [15]:

Γ = γ/γ1, ν = ω/ω1, (11.12)

where γ1 = l1ωP,1/2, ω1 = γ1ωP,1. In terms of the above variables, the TR production of a foil can then
be written as:

(

dW
dω

)

foil
=

2α
π

G(ν,Γ). (11.13)

A simple expression that describes the TR production and is used in our simulation is the following
[17]:

dW
dω

=
4α

σ(κ+1)
(1− exp(−Nfσ))×

∞

∑
n=1

θn

(

1
ρ1 +θn

− 1
ρ2 +θn

)2

[1− cos(ρ1 +θn)], (11.14)
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where:

ρi = ωl1/2c(γ−2 +ξ2
1), κ = l2/l1, θn =

2πn− (ρ1 +κρ2)

1+κ
> 0. (11.15)

Implementation in simulation

For each electron entering the drift volume of a readout chamber, TR photons are created with a dis-
tribution described by Eq. 11.14 (see Fig. 11.4). The position of the absorption of the TR photons is
determined by the mass attenuation coefficient µ/ρ (shown for pure Xe gas in Fig. 11.5, in the simulation
µ/ρ for the Xe,CO2 (15%) gas mixture is used) and the direction of the incoming particle, defined by its
momentum components. If the absorption is inside the gas volume a hit is created at this point whose
charge content is given by

NTR
tot =

ETR − Ipot

W
+1, (11.16)

where ETR is the energy of a given TR photon.

Table 11.3: Parameters in the TR photon simulation.
Number of foils Nf 100
Thickness of the foils l1 17 µm
Thickness of the gaps l2 400 µm
Density of the foils ρ1 0.92 g/cm3

Density of the gas ρ2 1.977 ·10−3 g/cm3
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The parameters of the TR photon spectrum for a foil radiator (see Eq. 11.14) have been tuned to
approximately reproduce the test beam data at p = 2 GeV/c (see Chap. 14), measured with the final
much more complicated radiator configuration. Figure 11.6 shows the simulated pion efficiency using
the likelihood method on the total charge deposit for different momenta in the ideal case of isolated
tracks for the parameters given in Table 11.3. The simulation results are compared with data obtained
in prototype tests. Despite reproducing the gross trend of the data, we found it difficult to reproduce the
measurements with an unique set of parameters. The parameters were tuned to the data at a momentum
of 2 GeV/c , and for the same parameters pion efficiency is sizeably better for the simulations than the
data at lower momenta. Also, our simulations show a deterioration of the pion efficiency for higher
momenta which is not seen in the data taken from the literature [18].

11.2.3 Signal generation

In the second step the electron clusters (hits in AliRoot) have to be transformed into ADC-like signals
(digits). Therefore the charge that the electrons in a given time bin induce on a given pad has to be
computed. Apart from summing up the charge deposited by different tracks in one detector pixel (pad
and time bin) and transforming it into an ADC channel number, this procedure requires to also take into
account all known detector properties.

Diffusion

While drifting through the gas volume the electron cloud, produced at position (x0,y0,z0), is smeared out
in space due to diffusion. Its spatial distribution can be described in the following way:

P(x,y,z) =
1√

2πδL
exp

[

−(x− x0)
2

2δ2
L

]

1√
2πδT

exp

[

−(y− y0)
2

2δ2
T

]

1√
2πδT

exp

[

−(z− z0)
2

2δ2
T

]

, (11.17)
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Figure 11.8: The response of the preamplifier shaper (120 ns FWHM, 6.1 mV/fC) to a pad signal simulated with
GARFIELD for a 6 keV point charge deposit (corresponding to 9-10 times the signal of a MIP).

with

δT = DT
√

Ldrift

δL = DL
√

Ldrift.

Here DT and DL denote the diffusion constants in the transverse and longitudinal direction and Ldrift is the
drift length. In order to simulate this effect each electron therefore is assigned a new position according
to Eq. 11.17.

E×B effect

For the TRD readout chambers the drift direction is always perpendicular to the magnetic field vector.
This means that the drifting electrons will experience a Lorentz force resulting in a displacement of the
position in the direction along the wires. For an electron produced at position (x0,y0,z0), where y and z
directions are perpendicular to the drift direction along x and the y-axis is parallel to the wires, the new
y-position can be calculated by the expression:

y = y0 +ωτ (x− x0), ωτ = tanψL, (11.18)

where ψL is the Lorentz angle. This parameter depends strongly on the strength of the magnetic and
electric fields in the readout chamber. Figure 11.7 shows the variation of ψL with the drift velocity vD

for different magentic fields, as calculated by a GARFIELD [20] simulation. These dependencies were
parametrized and used inside AliRoot to automatically set the Lorentz angle according to the chosen drift
velocity for a given B-field. For the standard combination of B = 0.4 T and vD = 1.5 cm/µs this results
in a value of ψL = 7.7◦ and a maximal displacement of ymax − y0 = 0.4 cm for the full drift length.

Gas gain fluctuations

Each electron arriving at the anode wire creates an avalanche of charge q. The magnitude of the average
amplified charge q̄ is determined by the applied high voltage. Following [6,7] the fluctuations of the gas
gain are modelled using an exponential distribution:

P(q) =
1
q̄
exp

(

−q
q̄

)

. (11.19)
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Time response

The signals recorded on the pads are determined by the following effects:

• The slow drift of the Xe ions which introduces a long tail in the time distribution.

• The non-isochronity of the electron drift, depending on the position of the electron relative to the
anode wire position.

• The response of the preamplifier shaper to the incoming detector signal.

To determine the total time reponse of the detector and preamplifier to a single electron a simulation
has been performed that takes all three effects into account. Figure 11.8 shows the result of a simulation
of the preamplifier shaper response to a signal (corresponding roughly to a 6 keV point charge deposit)
that has been generated with GARFIELD. This curve, normalized at the maximum to 1, is then used in
the digitization part of AliRoot to sample the time distribution of each electron signal according to the
given ADC frequency. It is further assumed that due to the shaping the ratio of the integrated charge to
the input signal is equal to 0.4.

Pad response

The charge that is induced on the pad plane by the electrons collected at the anode wire is spread over
several pads. Using the Mathieson formalism [21], the pad response function (PRF) that describes how
the charge is distributed over adjacent pads can be calculated. Figure 11.9 shows the PRF for chevron
type pads with a width of w = 10mm , a step of s = 5mm , and a distance to the wire plane of h = 2.5mm ,
which is used in the current simulations. Note that this PRF is very similar to the one of rectangular pads
(see chapters 4 and 14), which are used in the actual pad geometry. A pad coupling factor equal to 0.5
(see section 4.6.3) is applied, which takes into account that only a fraction of the charge collected at the
wire is seen by the readout pads.

Electronic noise and conversion gain

To provide a realistic description of the output signal, also the electronic noise has to be included. In the
present simulation it is assumed that the noise distribution can be described by a Gaussian with a sigma
of σnoise = 1000 e−. Following from this the conversion gain of the amplifier is chosen such that σnoise

corresponds to ADC channel 1.
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Figure 11.10: A typical sample of signals as a function of the drift time produced by p = 3.0 GeV/c electrons
in one readout chamber.

Table 11.4: The digitization parameters.
B-field 0.4 T
Drift velocity vD 1.5 cm /µs
Transverse diffusion coefficient 180 µm /

√
cm

Longitudinal diffusion coefficient 250 µm /
√

cm
Lorentz angle ψL 7.7◦

Gas gain q̄ 2.8 ·103

Electronics gain 6.1 mV/fC
Electronics noise σnoise 1000 e−

Pad coupling factor 0.5
Time coupling factor 0.4
ADC range 1 V
ADC resolution 10 bit

Table 11.4 summarizes the parameters that are used in the simulation of the TRD response. The
diffusion coefficients and the Lorentz angle are determined by the actual values of drift velocity and
B-field. The average gas gain is chosen such (2.8 ·103) that the energy loss signal of a minimum ionizing
particle is around ADC channel 40. Figure 11.10 shows some typical electron signals that result from
the above described digitization procedure.
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Figure 11.11: The occupancy in different stacks of the TRD for dNch/dy = 2000 (left) and dNch/dy = 8000
(right).

11.3 Point reconstruction

11.3.1 Clustering method

The currently employed clustering mechanism searches for adjacent pads in y-direction with a signal
above threshold that could form a pad cluster. Since there is only little charge sharing in z-direction
no clustering is performed here. The same is true for the drift direction, since a track, due to the high
ionization in Xe, creates a signal in basically every time bin. Therefore the position of a cluster in z- and
drift direction is determined by the pad and time bin position. The position in y-direction, where a good
resolution is mandatory for the momentum measurement, can be extracted with much higher precision,
due to the charge sharing. Here one can either calculate the center of gravity of the charge distribution
inside a cluster, or use a lookup table to determine the position of the cluster. The latter method, where
the position is taken from a table that contains the deviation from the pad center as a function of the ratio
of the two largest signals provides generally a better resolution.

Ideally, all clusters contain only signals from two or three pads (2.4 on average for an isolated hit).
In the high multiplicity environment of the ALICE experiment, however, there is a large probability that
clusters overlap. Currently, only clusters containing signals from five pads are unfolded, using the pad
response function as an estimator for the cluster shape. By applying a more sophisticated mechanism
one also can disentangle clusters composed of 4 and more pads, thereby reaching a further improvement
in resolution at high multiplicity.

11.3.2 Occupancy

The occupancy, defined as the percentage of detector pixels (pad and time bin) with a signal above a
threshold (2 ADC-channels), influences crucially the detector performance. Figure 11.11 displays the
occupancy numbers in the case of full (dNch/dy = 8000) and quarter (dNch/dy = 2000) multiplicity.
The numbers are given for the five stacks in z-direction and for the six detector layers. The occupancy
is highest for the stack closest to mid-rapidity in the innermost layer. For the middle stack it decreases
slightly when going to the outermost layers, while for the more forward stacks no r-dependence is visible.
In the stack on the side with the absorber for the muon arm (stack 4) a lower occupancy can be observed
than in the stack on the other side (stack 0).
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Figure 11.13: The point resolution as a function of the event multiplicity for different transverse momenta of the
particles. The data points are from fits using a Gaussian to the distribution of the difference between simulated and
reconstructed position. In this analysis also overlapping clusters were included.

11.3.3 Position resolution

Dependence on the number of time bins

One important question is whether there is an optimal choice in the number of time bins. To reduce the
data volume, a small number of time bins is preferable. However, any deteriorations in the resolution and
efficiencies due to a restricted number of time bins should be minimal. Varying the number of time bins
here means to vary the sampling frequency and to keep the drift length constant. Figure 11.12 shows the
dependence of the point resolution as a function of the number of time bins in all 6 layers for different
transverse momenta. In the left column the difference between the y-position of the reconstructed point
and the corresponding simulated hit is plotted, while the right column shows the same for the z-position.
While the z-resolution does not depend on the number of time bins, the y-resolution is getting worse for
less then 60-80 time bins. Based on this result we choose 90 time bins (15 per layer) as default value.
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Figure 11.14: The point resolution for positive tracks in y-direction as a function of the incident angle for
different track total momenta using only non-overlapping clusters (Gaussian fit, low multiplicity, dNch/dy = 150).

The strong momentum dependence is an angular effect as discussed below (see also Fig. 11.14).

Dependence on event multiplicity

Figure 11.13 summarizes how the point resolution depends on the event multiplicity. While a wors-
ening of the resolution in y-direction on the order of 10-20% observed, in z-direction the resolution is
essentially independent of the multiplicity. This is quite understandable since the z-resolution is essen-
tially determined by the pad length. In y-direction, however, the position is measured via charge sharing
between adjacent pads, which is subject to deterioration with increasing occupancy due to overlapping
clusters.

Dependence on the track angle

The momentum dependence in the point resolution is mainly caused by the different average incident
angles for different momenta. This can be seen from Fig. 11.14, showing that the position resolution in y
as a function of the incident angle, measured with respect to the normal of the readout chambers, closely
follows a unique curve for all tracks, regardless of their momentum. Due to their higher curvature low
momentum tracks have a larger incident angle and therefore spread charge over a larger region, resulting
in a deteriorated position resolution (see also Fig. 4.16). The optimal resolution is achieved for tracks
with an incident angle close to the Lorentz angle ψL = 7.7◦ , when all the charge produced by the particle
is focused on the same point on the anode wire.

11.4 Tracking

11.4.1 Algorithm

Offline tracking in the TRD is based on the Kalman-filtering approach, which we have chosen taking
into account the similarities of the tracking environment in the ALICE TPC and in the TRD and based
on the successful implementation of the Kalman-filter for tracking in the TPC and ITS. As mentioned in
the TPC TDR [5], one of the advantages of the Kalman-filter concept is that it provides a straightforward
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Figure 11.15: The tracking efficiency as a function of the transverse momentum for pion tracks in low multiplicity
events (dNch/dy = 150).

way to propagate track segments between subdetectors, in our case between the adjacent TRD layers as
well as between the TRD and TPC.

The implementation of the TRD tracking shares many features developed for the ALICE TPC track-
ing described in detail in the TPC TDR. The tracking starts with finding track seeds in the outermost
detector layers. The track candidate is followed inside the drift volume of the readout chambers in
steps which correspond to the effective radial distance between two consecutive time bins. At each ex-
trapolation the track helix parameters and covariance matrix are re-evaluated using information about
the expected multiple scattering and energy loss. The uncertainties in track parameters define windows
along the y and z direction, within which it is checked whether there is a close cluster which can be
associated with the track candidate. Since the measurement in z direction is relatively coarse, we first
require that the residual in z direction does not exceed half the size of one pad row in z direction. The
width of a window in y direction is defined by the uncertainty in the track position and the expected
error of the cluster measurement. If two or more clusters are found in a y window, the one closest to the
track position is assigned to the track candidate. If no clusters are found in a y window, we repeat the y
selection for clusters with residuals in z direction increased to 1.5 times the pad size in z direction. If a
close cluster is found, the track parameters and covariance matrix are updated. In the case that no cluster
satisfies the above criteria the procedure of track extrapolation and cluster search is allowed to continue
for several iterations (due to the dead regions between the sensitive volumes of the readout chambers the
allowed gap in the track candidate can be as large as 1.5 times the radial depth of the readout chamber).

11.4.2 Performance

To study the performance of the tracking algorithm, events of different multiplicities up to dNch/dy =
8000 have been simulated with AliRoot using the parametrized HIJING event generator. These events,
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Figure 11.16: The momentum resolution as a function of the transverse momentum for pion tracks in events with
low multiplicity (dNch/dy = 150) using a number of time bins of 180. The prediction (open circles) is for the case
of 68 independent measurements.

composed of primary pions, kaons, and protons, have been processed through the full reconstruction
chain, using the above described procedures.

Efficiency

Figure 11.15 shows the TRD tracking efficiency as a function of the track momentum. This efficiency
is defined as the ratio of the number of reconstructed tracks and the number of “trackable” tracks. To
fulfill this requirement, a track has to have points in the three outermost layers of the TRD. This definition
results in a fraction of ∼ 80% of all charged primary tracks with 45◦ < θ < 135◦ and pt > 0.2GeV/c that
are considered as trackable. The analysis shown in Fig. 11.15 was done on events with low multiplicity.
For transverse momenta greater than 1 GeV/c the efficiency is above 90%, while it drops sharply when
going to lower momenta.

Momentum resolution

The achieved momentum resolution is shown in Fig. 11.16. The extracted points are compared with a
prediction for the resolution. This prediction is based on the following formula [22]:

(δk)2 = (δkres)
2 +(δkms)

2. (11.20)

Here δk denotes the error in the track curvature, composed of the contribution from finite measurement
resolution δkres and from multiple scattering δkms. Under the assumption that the total error in the very
low momentum regime is dominated by multiple scattering, the latter contribution can be estimated to
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Figure 11.17: The tracking performance for pion tracks as a function of the number of time bins for different
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Figure 11.18: The tracking performance for pion tracks as a function of the event multiplicity for different
transverse momenta (90 time bins). The left panel shows the resolution in transverse momentum and the right
panel the efficiency.

be δkms ≈ 0.003/p. The first contribution can be described by:

δkres =
ε

L′2

√

360
N +4

. (11.21)

Here N is the number of independently measured points along the track, L ′ the length of the track pro-
jected onto the bending plane, and ε the measurement error for each point, perpendicular to the trajectory.
Since L′ and ε are known for a given momentum, N can be derived from the momentum dependence of
the resolution (the ion tail and the shaping lead to correlations). It is found that a good agreement with
the simulations can be achieved by assuming N = 68. Since the number of time bins directly determines
the maximum number of independently measured points, we conclude, based on this finding and on Fig.
11.12, that a number of time bins of 90 is sufficient to achieve the desired performance of the detector.
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Figure 11.19: The percentage of overlapping clusters (left) and wrongly assigned clusters (right) as a function of
the event multiplicity.

Dependence on the number of time bins

The choice of the number of time bins has no significant effect on the offline tracking performance, if the
number of time bins is above 80. This is evident from Fig. 11.17, showing the resolution in transverse
momentum in the left panel and the tracking efficiency in the right panel as a function of the chosen
number of time bins. The same behaviour was already visible in the point resolution of isolated clusters
(see Fig. 11.12), which is already constant for more than 60 time bins.

Dependence on event multiplicity

Figure 11.18 summarizes how the tracking performance depends on the event multiplicity. The resolution
in transverse momentum deteriorates only slightly, but remains well below 4% at p t= 1.5 GeV/c , when
going from low multiplicity to the maximum multiplicity of dNch/dy = 8000. The tracking efficiency
drops with increasing event multiplicity by ∼ 15% for pt = 1.5 GeV/c and almost ∼ 25% for very
low transverse momenta. The reason for this can be seen in Fig. 11.19 that displays in the left panel
how the percentage of clusters that have contributions from more than one track increases with the
event multiplicity. Similarly, the fraction of points that are assigned to the wrong track increases (right
panel). However, a preliminary analysis has shown that by employing a mechanism to unfold overlapping
clusters an improvement in the tracking efficiency by ∼ 10% is easily achieved so that efficiencies of
about 85% and higher for tracks with pt > 1.0 GeV/c are possible.

11.5 Pion rejection

While test beam results with isolated tracks in the TRD prototypes have shown that a pion rejection factor
in the range of 300 to 500 can be achieved (see Chapter 14), the performance of the detector as a function
of event multiplicity has to be evaluated using Monte Carlo methods. Therefore the pion rejection factor
was studied as a function of the event multiplicity with AliRoot simulations.

In this simulation the parametrized HIJING event generator was used to create a realistic event back-
ground, with a full event corresponding to dNch/dy = 8000. Into this background 500 electrons or pions,
of a fixed momentum were embedded. These simulated events were then reconstructed with the full re-
construction chain described above. Finally, distributions of the energy deposit were accumulated from
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Figure 11.20: The distribution of the deposited energy for electrons and pion of a momentum of p = 3 GeV/c
after they are reconstructed in events with different multiplicities. The data are corrected for the number of points
contributing and for the track inclination.

the clusters assigned to the reconstructed electron (pion) tracks. A track is defined to belong to an elec-
tron (pion) if the majority of its points were generated by the input Monte Carlo electron (pion). Using
these distributions the pion rejection factor for a specific electron efficiency can be determined by em-
ploying the likelihood method (L-Q). A full description of the commonly used methods of extracting the
pion rejection factor is given in Chapter 14. This procedure allows to study the degradation of the pion
rejection due to the following effects:

• In a high occupancy environment clusters might pick up charge from another particle and there-
fore the charge measurement gets distorted (see Fig 11.19, left panel). Even when restricting the
analysis to small (2 and 3 pad) clusters this effect is visible.

• The tracking algorithm assigns wrong clusters to a given track (see Fig 11.19, right panel), also
resulting in an incorrect measurement of the energy deposition.

• Clusters are not found, because their position is distorted, which deteriorates the resolution of the
charge measurement.

Figure 11.20 shows the distributions of the reconstructed deposited energy E i per detector layer i for
different event multiplicities. The energy deposit is only calculated using clusters composed of 2 or 3
pads. An additional requirement is that a track has at least 10 points (out of maximal 15) in a given
chamber, which removes ∼ 7% of the single measurements for isolated tracks and ∼ 33% in the full
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multiplicity case:

Ei = 1/Npoints

Npoints

∑
point

QC
point with Npoints > 10. (11.22)

Here QC
point is the corrected charge of a single point. Since a track with non-perpendicular incidence

relative to the readout chamber surface deposits more charge in a given time bin than a track that has
no inclination, a correction factor, depending on the geometry of the track, has been applied. It can be
clearly seen from Fig. 11.20 that the mean energy deposit increases with increasing event multiplicity.
This effect is more pronounced for the pions, which, since they have no contribution from TR photon
absorption, deposit less energy than the electrons and are therefore stronger affected by threshold effects.
The ratio Re/π = 〈Ei,e〉/〈Ei,π〉, giving an indication for the rejection power, therefore decreases with
increasing event multiplicity.

The effect of this multiplicity dependence of the energy distributions on the pion rejection factor
πeff can be seen in Fig. 11.21. The values for πeff have been extracted for different electron efficiencies
eeff using the distributions shown in Fig. 11.20 as probability distributions. Following the discussion
in section 11.2.2 it is evident that the simulation does not reproduce all the available data with a single
set of parameters (see Fig. 11.6). Therefore, a calculation of the absolute pion efficiency in the high
multiplicity environment from the simulation alone would not be reliable. However, the relative deterio-
ration of the pion efficiency with increasing multiplicity should be described very well. By adjusting the
simulation to the test beam data, measured at p = 2 GeV/c , therefore a good estimate of the achievable
pion efficiency at full multiplicity can be derived. Going from well isolated tracks to a full multiplicity
event, a worsening of the pion rejection by a factor of 6-7 is observed. For an electron efficiency of
90% the pion efficiency πeff is still about 2% when using the likelihood method on the deposited charge.
Therefore even this “worst case” scenario still leads to pion rejection factors close to the desired factor
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100 as discussed in chapter 1. As will be shown in chapter 14 a further improvement of 30-40% can be
achieved by employing a combined charge/position likelihood analysis.
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12 Physics performance

12.1 Introduction

The Transition Radiation Detector (TRD) was added in the central barrel of the ALICE experiment [1]
to identify electrons and positrons in the central rapidity region primarily in central Pb–Pb collisions at
the full LHC energy of 5.5 TeV /nucleon pair [2]. The physics motivation is the measurement of heavy-
vector resonances, J/ψ and ϒ families in the dielectron channel and of open charm and open beauty, i.e.
the D and B mesons, via their semi-leptonic decays. Furthermore, coincidences of electrons in the central
barrel with muons in the forward muon arm are expected to provide information on the production of
D and B mesons at the rapidity interval 1 < y < 3, intermediate between that of the central barrel and
the dimuon arm. With the TRD providing a L1 trigger on high pt charged particles the measurement
of high Et jets might be possible in the central barrel. The contribution of such measurements to the
understanding of the phase transition and the properties of the deconfined phase is detailed in the TRD
TP [2], in Ref. [3] and references therein.

This chapter focuses on central Pb–Pb collisions that present the major challenge for a dedicated
heavy-ion experiment. Emphasis is placed on acceptances of the TRD for measurement of quarkonia
and open charm and open beauty. We also provide information on resolution and background sources.

12.2 Primary collision

There are large uncertainties in the theoretical predictions of the particle multiplicities and their spectral
distributions produced in central Pb–Pb collisions at LHC energies. Hence the uncertainties of the input
distributions used in the simulations presented here dominate by far the statistical and systematical errors
of the presented results.

The strategy in ALICE has been to perform all the TDR studies for the detector optimization assum-
ing the highest anticipated charged particle rapidity density dNch/dy = 8000 at mid-rapidity, for central
Pb–Pb collisions, in accordance with the one used for the ALICE TP [1]. The predictions at the time,
summarized in Ref. [4] vary in the range of 1600 to 8000.

The rapidity density of dNch/dy = 8000 results in ≈ 20000 charged particles entering the TRD.
However, there is increasing evidence that such extreme multiplicity densities might not be reached.
Recent data from the Relativistic Heavy Ion Collider (RHIC) on central Au–Au collisions including this
summer’s measurements at

√
s = 200 GeV provide today first constraints on the theoretical models.

Within a high density QCD model Kharzeev and Levin [5] have recently derived an analytical scaling
function for the multiplicity density as a function of

√
s. We have used their model to fit the results

of the charged particle density for Au–Au at
√

s = 56,
√

s = 130 and
√

s = 200 GeV measured by the
PHOBOS Collaboration [6]. The extrapolation to LHC energy, a factor of ∼ 27 higher, gives an estimate
of dNch/dy = 1700. The errors in the measurement are still large and give a maximum of dNch/dy = 2600
and a minimum of dNch/dy = 1100. Further evidence supporting the expectation of lower multiplicities
is provided by the calculation of Eskola et. al. [7] of the

√
s dependence of the charged particle density

in terms of a perturbative QCD model including parton saturation. Their results are shown in Fig 12.1
and predict a dNch/dη = 2300 at LHC energies.

Considering the uncertaintly in extrapolation from RHIC to LHC energy as well as the systematic
uncertainty in the models for particle production the prudent strategy adopted by ALICE for all other
detectors, was also followed in the present TDR.
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Figure 12.1: Midrapidity charged particle densities calculated in a perturbative QCD model by Eskola et. al. as
function of

√
s. The full dot corresponds to the worst case scenario used in the present simulations.

The shape of the transverse momentum spectra of produced particles is also not known for LHC
energy. For the simulation of pions to evaluate the performance of the TRD the shape of the p t spectra
was parametrized by a power law fitted to the CDF data [8] in agreement with the shape predicted by the
HIJING [9] model. For kaons a pt scaling from the pion distribution has been used. However, the pion
spectra measured in central Au–Au collisions by the PHENIX collaboration [10] are considerably steeper
than those of pp and the HIJING model, see Fig. 12.2. Spectra in Pb–Pb collisions at LHC energies that
are softer than currently assumed, would result in a much smaller pion yield at high p t.

Thus, the recent RHIC data indicate that both the charged particle density at mid-rapidity and the
shape of the pion pt spectra assumed in the present simulation and upon which depends the background
in the TRD detector, represent the worst case scenario and might already provide a large safety factor.

The yields of J/ψ and ϒ, also unknown in such collisions, were estimated extrapolating from existing
pp data in the framework of the colour evaporation model and scaling up to central Pb–Pb collisions, as
described in the CMS note [11], see also Section 6.5. According to this extrapolation 0.5 J/ψ and 0.012
ϒ per event are expected.

The yields of D and B mesons in central Pb–Pb collisions are expected to be large. To estimate
them [12] a reasonable baseline for the production of cc and bb in pp collisions at

√
s = 5.5 TeV had

to be obtained first. For this, PYTHIA [13] was used to calculate in leading order σ(cc) and σ(bb)
using the MRST [14], CTEQ5M1 [15] and GRV(98)HO [16] set of parton density functions including
the ESK98 [17] parametrisation of nuclear shadowing effects. A K factor of 2 was used to estimate
the next to leading order corrections. The yields were then scaled up from pp to central Pb–Pb using
the average number of collisions from a Glauber calculation. The average of these calculations give
dN(cc)/dy = 115 and dN(bb)/dy = 4.6. PYTHIA was then used to calculate the hadronization, resulting

in a total multiplicity per event of 230 D mesons: 140 D0 and D
0
, 45 D±, 27 D

0
s and 9 B mesons: 3.7 B0

d

and B
0
d, 3.6 B± and 1.1 B0

s .
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Figure 12.2: Transverse momentum spectra measured by PHENIX for Au–Au collisions at
√

s = 130 GeV
compared to the HIJING predictions.

In Ref. [2], the signal/background ratio Rs for the detection of J/ψ and ϒ mesons was evaluated for
dNch/dy = 8000 and using cross sections and transverse momentum distributions as discussed above. It
lead to Rs > 1 for ϒ and Rs > 0.1 for J/ψ. Since global tracking through the whole ALICE apparatus
is not yet available, we will not provide new estimates of Rs here. We note, however, that with charged
particle multiplicities and pt spectral shapes as extrapolated from recent RHIC data the Rs values might
increase substantially, perhaps by an order of magnitude.

12.3 Simulation environment

AliRoot [18], the object-oriented framework developed in ALICE, version V3.05, was used for the gen-
eration, detector response simulation and analysis of the simulated data as described in Chapter 11. The
framework provides a seamless interface to GEANT3 [19], GEANT4 [20] and soon to FLUKA [21]
for particle transport. It provides the flexibility to use GEANT3 or GEANT4 with the same definition
of detector geometry. FLUKA is used standalone for radiation background studies, with a less detailed
description of the geometry of the layout which is described using the ALIFE module [22]. Recently
FLUKA was extended with the implementation of thermal neutron capture in Xenon for the TRD back-
ground calculations [23].

In AliRoot there are different modules for the generation of the input particles as well as for the
simulation of the detector response for each detector. The geometry of the detectors is described in detail
while for the detector response a ‘detailed’ and a ‘fast’ mode have been implemented. The reconstruction
strategies and algorithms for the different detectors as well as for the global tracking in the central barrel
are currently being actively developed aiming at a ‘physics run’ for the ALICE Physics Performance
Report.
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12.3.1 Simulation of the detector layout

The detection of di-leptonic decays of heavy quarkonia and semi-leptonic decays of B and D mesons
require the measurement of high pt electrons; therefore this study was performed assuming a 0.4 T
magnetic field, which the L3 magnet can provide according to current evaluations and tests [24]. The
production vertex of the primary particles was fixed at the center of the experiment. The full configuration
of the TRD detector was used as is implemented in AliRoot and described in Chapter 11. A picture of
the TRD layout is shown in Colour Fig. 3. The TRD detector is embedded in the space frame as shown
in Fig. 2.1. The space frame geometry is always included in the simulation when the TRD is activated.

In the ‘detailed’ TRD simulation mode, charged particles losing energy in the chamber gas produce
primary and secondary electrons from ionization as described in Chapter 11. Each electron produces a
‘hit’ from which the digitized signal for every pad is derived. That way detailed studies of the chamber
performance can be carried out. However, for some purposes this is a too detailed and slow procedure.
Therefore, a ‘fast’ simulation mode for the detector response was also implemented; charged particles
that cross the active area of one of the multiwire proportional chambers produce one hit only which is
placed in the center of the active part of the chamber. Hence particles traversing all 6 planes of the TRD
through their active area produce a total of 6 hits.

12.3.2 Simulation of input particles

Different type of event generators, provided in AliRoot, were used to generate the different type of input
particles depending on the performed study:

• the ‘signal’-generating particles were produced according to a parametrization of their y and p t

distributions

• the bulk of produced particles in a Pb–Pb collision, pions and kaons, were generated using the so
called ‘parametrized HIJING’ event generator, using their parametrized y and p t distributions as
well as their relative yields, normalized to a total number of charged particles of 8000 in the region
−0.5 < η < 0.5 .

The ‘signal’-generating particles ϒ, J/ψ, as well as B and D mesons, were produced with flat rapidity
and pt distributions and then were weighted with a realistic pt distribution [2]:

dn
d pt

=
pt

[1+( pt
p◦t

)2]n
(12.1)

with the parameters p◦t and n as given in Table 12.1 for the different particles.

Table 12.1: Parameters of the functional form used to describe the pt distribution of different particles.

particle p◦t n

ϒ 4.7 3.5
J/ψ 3.5 2.3
B 4.0 3.6
D 4.08 9.4

ϒ mesons were generated in the rapidity interval −1.2 < y < 1.2 and pt < 10 GeV/c , J/ψ in −1.5 <
y < 1.5 and pt < 10 GeV/c , B and D mesons in the interval −5 < y < 5 and pt < 10 GeV/c . PYTHIA was
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used to force the decay of the primary particles: ϒ and J/ψ exclusively into di-electrons, B and D mesons
exclusively into the semi-leptonic channels. The rapidity interval was chosen such that primary particles
outside this interval do not emit their decay products into the TRD acceptance. Those distributions were
used to evaluate the TRD acceptance and the effect of the L1 trigger.

The ‘parametrized HIJING’ event generator was used to generate pions and kaons of central Pb–Pb
collision for background estimates.

12.3.3 Simulation studies

For the evaluation of the acceptances only the TRD detector and the space frame were included in the
simulation of the ALICE set-up. For the transport of all generated particles through the TRD layout
only decays, energy loss and multiple scattering were enabled from all physics processes implemented
in GEANT3. In this way all primary electrons could be accounted for until they exited the TRD and there
was no other source of background electrons. The ‘fast’ detector response simulation option was used.
The acceptance for any of the parent particles was defined by the requirement that its daughter particles
have to traverse at least 5 planes of the TRD through their active area, i.e. to produce at least 5 hits in
total. Optimization of the reconstruction algorithms using the data produced by the ‘detailed’ simulation
has shown that this would insure a good track reconstruction and particle identification probability. The
L1 TRD trigger, as described in Chapter 6, is designed to select charged particles with p t > 3 GeV/c
traversing the TRD detector. A ϒ or J/ψ trigger requires a pair of opposite charged electrons with p t

above this threshold.
For the reconstruction of the invariant mass and the estimate of the background due to primary and

secondary particles, as well as γ conversions, all detectors in the central barrel were included in the
simulation and all physics processes in GEANT3 were activated.

12.4 ϒ and J/ψ mesons

12.4.1 Acceptance

To evaluate the ϒ and J/ψ acceptance 900 000 primary particles of each kind were generated with flat
rapidity and pt distributions in the interval −1.2 < y < 1.2 (−1.5 < y < 1.5 for J/ψ) and pt < 10 GeV/c ,
all decaying into e+e− pairs. The acceptance and the effect of the L1 trigger was then evaluated using
the pt-weighted distributions of the parent particles. The pt-weights were generated using eq. 12.1 and
the corresponding parameters given in Table 12.1.

Figures 12.3 and 12.4 show, on the top row, the rapidity and pt distributions of the parent particles
and, on the lower row, those of their decay electrons. The full curve in each figure corresponds to the
input distribution. The dashed curves show the distributions of particles in the TRD acceptance with the
condition that both decay particles cross at least 5 chambers. The main condition for a L1 trigger is a
pt cut of, e.g., 3 GeV/c for each particle (see Chapter 6). The dotted histogram shows the effect of the
L1 trigger: the distributions are plotted with an additional requirement of p t > 3 GeV/c for both decay
particles. The rapidity distribution of the accepted ϒ covers the range |y| < 1.0 and is Gaussian-like with
a σ = 0.39; that for J/ψ has the same coverage and is somewhat flatter with a σ = 0.41.

The ϒ and J/ψ acceptances under the trigger requirement are shown differentially in the y-p t plane
in Fig. 12.5 for ϒ and in Fig. 12.6 for J/ψ. In the lego plot of the ϒ acceptance a small dip is clearly
seen developing at pt ∼ 6 GeV/c . This is due to the fact that low pt ϒ mesons decay by emitting e+e−

pairs where both leptons have a pt above 3 GeV/c and hence pass the trigger condition. The decay of
intermediate pt ϒ mesons, of pt ∼ 6 GeV/c , can be asymmetric in the laboratory frame with one of the
decay particles having pt less than 3 GeV/c ; therefore those ϒ are lost due to the L1 trigger condition.
The differential ϒ acceptance at mid-rapidity and pt < 1 GeV/c is 54%, while at pt = 6 GeV/c , is 47%.
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Figure 12.3: Rapidity and pt distributions of ϒ and its decay e+e−. The solid lines show the input distributions,
dashed are those accepted in the TRD and the dotted histograms show the fraction accepted in the TRD with the
L1 trigger requirement of pt > 3 GeV/c on the decay particles.
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Figure 12.4: Rapidity and pt distributions of J/ψ and its decay e+e−.The solid lines show the input distributions,
dashed are those accepted in the TRD and the dotted histograms show the fraction accepted in the TRD with the
L1 trigger requirement of pt > 3 GeV/c on the decay particles.
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Figure 12.5: Differential y-pt acceptance in % for the detection of ϒ in the TRD under the L1 trigger condition.
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Figure 12.6: Differential y-pt acceptance in % for the detection of J/ψ the TRD under the L1 trigger condition.
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The trigger cut on the pt of e+e− has a much stronger effect on the J/ψ distribution since the mass
difference of the J/ψ is much smaller than that of the ϒ; hence the decays of low p t J/ψ produce e+e−

pairs that do not make it through the pt threshold of 3 GeV/c of the trigger. It is only at rather large
pt that the J/ψ decay kinematics allow both of the e+e− to have pt > 3 GeV/c . This results in no J/ψ
acceptance below a pt of ∼ 5.2 GeV/c under the L1 trigger condition. The differential acceptance at
mid-rapidity reaches 37% for a pt of 10 GeV/c .

The geometrical acceptances for ϒ and J/ψ integrated over the rapidity range −1.0 < y < 1.0, the
region where there is some acceptance, are summarized in Table 12.2. They are tabulated without and
with the L1 trigger condition on their decay particles and for different p t range of the parent particle.

Table 12.2: Geometrical acceptance for the detection of ϒ and J/ψ in the TRD. They are given for different y and
pt ranges of the parent particles, with and without the L1 trigger pt cut on the e+e− pair.

parent particle pt of e+e− y and pt of parent TRD accept. (%)

ϒ no cut |y| < 1.0, all pt 26.6
ϒ no cut |y| < 0.5, pt < 3 GeV/c 42.4
ϒ pt > 3 GeV/c |y| < 1.0, all pt 24.0
ϒ pt > 3 GeV/c |y| < 0.5, pt < 3 GeV/c 41.7

J/ψ no cut |y| < 1.0, all pt 29.5
J/ψ no cut |y| < 0.5, pt > 6 GeV/c 62.8
J/ψ pt > 3 GeV/c |y| < 1.0, all pt 1.4
J/ψ pt > 3 GeV/c |y| < 0.5, pt > 6 GeV/c 16.3

12.4.2 ϒ invariant mass distribution

The best momentum resolution for electrons identified in the TRD will be obtained by combining the
information of the TRD, TPC and ITS in a global track fit. Such a procedure using Kalman-filter tracking
techniques was implemented in the AliRoot framework and is currently being optimized.

To evaluate the mass resolution with tracking in the TRD only, events containing only ϒ in the
rapidity interval −0.5 < y < 0.5 and with a realistic pt distribution given by eq. 12.1 were generated.
All the detectors of the central barrel and all physics processes were enabled for the particle transport.
The ‘detailed’ TRD detector response simulation mode was used. The point reconstruction and tracking
were performed as described in Section 11.3 and 11.4. From the momentum resolutions obtained with
the full off-line tracking the mass resolutions were determined using the same algorithm as was used in
the simulations for the TRD trigger (see Chapter 6).

Applying the TRD L1 trigger condition that both e+e− have a pt > 3 GeV/c results in an e+e−

invariant mass distribution shown in Fig. 12.7. The invariant mass distribution is asymmetric with a
tail to lower masses due to radiative losses of the electrons in the material before the TRD. The mass
resolution for tracking in the TRD only, ignoring the low mass tail resulting from bremsstrahlung losses,
has a σ = 245 MeV/c2.

The global track fit gives an improved estimator for the original momentum of the e+e− pair and,
at the same time, will provide a much better momentum resolution. A study was performed using the
track reconstruction in the TPC and ITS, but yet without the TRD, to evaluate the mass resolution at the
mass of the ϒ as function of the event multiplicity for two magnetic field values. The results, shown in
Fig. 12.8, give a mass resolution of about 1% for the full multiplicity and B = 0.4 T.
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Figure 12.7: Di-electron invariant mass distribution for e+e− pairs from ϒ decays as reconstructed in the TRD,
including the TRD L1 trigger condition.
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12.5 B and D mesons

For the calculation of the acceptance for B and D mesons 4 million primary particles, of each kind,
were generated with flat distributions in the interval −5 < y < 5 and pt < 10 GeV/c . All particles were
forced to decay semi-leptonically. The pt-weighted distributions were then obtained as described in
Section 12.3.

The rapidity and pt distributions of the parent particles and of their decay electrons are shown in
Fig. 12.9 and Fig. 12.10 for B and D mesons, respectively. The upper row shows the parent particle
distributions, the lower one the distributions of their decay electron. The rapidity interval of the pri-
mary particles was restricted to −4 < y < 4 in these projections. The solid lines correspond to the input
distributions. The dashed lines show the same distributions in the TRD acceptance. The rapidity dis-
tributions of accepted B and D mesons are Gaussian-like with a σ = 0.93 for B and σ = 0.89 for D
mesons. The accepted electrons from B decays have a < pt >= 2.54 GeV/c , those from D decays yield
a < pt >= 1.32 GeV/c . The B and D differential acceptance as function of rapidity and p t are shown in
Fig. 12.11 and Fig. 12.12 respectively. At mid-rapidity the acceptance varies between 50% and 90%.

The finite lifetime of B and D mesons, cτ = 496 µm and cτ = 315 µm , respectively, was used
to develop a strategy to separate electrons coming from B and D decays from those originating from
other (promptly decaying) particles (π0,ρ,ω,φ,J/ψ) as described in the TRD TP [2]. It is based on
the selection of non-primary high pt electrons by optimizing selection criteria based on their transverse
distance of closest approach to the primary vertex, d0, and on their pt. Complete simulation of the impact
parameter resolution will be obtained only after optimization of the global tracking, matching the TRD
tracks to those in the TPC and ITS. For the present geometrical studies d0 is calculated from the nominal
momentum of the decay lepton and the positions of the primary and secondary vertices without taking
into account any detector resolutions. The effect of the detector resolution was investigated in the TRD
TP [2].

Figures 12.13 and 12.14 show the rapidity and transverse momentum distributions of accepted B
mesons under different selection criteria. The solid line shows the distributions of accepted B’s with no
further cuts on the d0 and pt of the decay electron, the other lines the same distributions for d0 > 200 µm
and pt > 0.5 GeV/c (dashed line), pt > 1 GeV/c (dotted line) and pt > 3 GeV/c (dash-dotted line). The
integrated acceptances are summarized in Table 12.3. Those cuts need to be optimized on the basis of
the global tracking results. However, in Refs. [26, 27] it was shown that while a d0 > 100 µm might be
optimistic, a 200 µm cut should be safe. It was also shown in the TRD TP [2] that p t cuts significantly
reduce the background due to the primary particle multiplicity.

Similarly, Fig. 12.15 and Fig. 12.16 show the same distributions for D mesons, and the integrated
acceptances are summarized in Table 12.3. The d0 and pt cuts make a stronger effect on the D acceptance.

Table 12.3: Integrated acceptance for B and D mesons in the rapidity range |y| < 4.0 without and with the
d0 > 200µm and pt cuts on the decay electron accepted in the TRD.

parent particle d0 cut accept pt > 0 accept pt > 0.5 accept pt > 1 accept pt > 3

B no cut 17.3 % 12.3 % 8.1 % 1.5 %
B d0 > 200µm 7.4 % 3.7 % 1.9 % 0.17 %
D no cut 15.0 % 5.9 % 2.1 % 0.055 %
D d0 > 200µm 5.5 % 4.4 % 0.05 % -
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Figure 12.9: Rapidity and pt distributions of B mesons top row, and its decay electron bottom row; full line,
input distributions and dashed line accepted in TRD.

Figure 12.10: Rapidity and pt distributions of D mesons (top row), and corresponding decay electrons (bottom
row); full lines depict input distributions, dashed lines are for particles accepted in TRD.
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Figure 12.11: Acceptance for B mesons in the y-pt plane.

Figure 12.12: Acceptance for D mesons in the y-pt plane.
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Figure 12.13: Rapidity acceptance for B mesons without cuts and for various cuts on the pt of the decay electron.
All pt cuts contain also a cut on the d0 variable discussed in the text.

Figure 12.14: Transverse momentum acceptance for B mesons without cuts and for various cuts on the pt of the
decay electron. All pt cuts contain also a cut on the d0 variable discussed in the text.
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Figure 12.15: Rapidity acceptance for D mesons without cuts and for various cuts on the pt of the decay electron.
All pt cuts contain also a cut on the d0 variable discussed in the text.

Figure 12.16: Transverse momentum acceptance for D mesons without cuts and for various cuts on the pt of the
decay electron. All pt cuts contain also a cut on the d0 variable discussed in the text.
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12.6 TRD acceptance for different geometrical configurations

The number of detector modules that can be afforded by the Collaboration on time for the start-up of
the LHC is not presently known. Therefore, a study was performed to evaluate the TRD acceptance for
different geometrical configurations [25]. Different considerations were taken into account in optimizing
the detector acceptance, namely the number of currently affordable stacks of detector modules, different
strategies for the completion of the detector and how they would affect the overall installation planning.

The financing of the construction of the full TRD detector, consisting of 540 detector modules ar-
ranged in 90 stacks, which would cover the pseudo-rapidity range −0.9 ≤ η ≤ 0.9 and the full azimuth
is so far not assured. The present commitments until the start-up of the LHC are sufficient to build only
about half of the total number of the TRD modules. Participation of other groups that would make pos-
sible the construction of the full TRD on time for the start-up is sought but currently not guaranteed.
Additional funding for the completion of the full TRD detector is expected from the funding agencies
of the TRD groups; in this case the detector will be completed later than the start-up date. Therefore,
at present, it cannot be ruled out that a partial TRD will be finally all that might be affordable by the
Collaboration.

Those considerations lead to three possible scenarios; (a) completion of the full detector for start-up,
(b) partial construction and installation of the TRD for start-up with its completion after 2 or 3 years and
(c) undesirable but not excluded currently, a partial TRD only.

As discussed in Chapter 16, the TRD stacks will be assembled in supermodules which will then be
inserted in the space frame. In the case that only a part of the full TRD detector would be constructed
at start-up and its completion would follow at a later stage, one would have to optimise the installation
procedure even at the expense of the physics performance for the first year of running. It is difficult to
imagine that the supermodules would be only partialy filled and installed in the space frame at a first
stage, to be taken out and completed in a later stage; this would also imply redoing all the services,
alignment and calibrations.

The acceptance for the detection of the semi-leptonic decays of D and B mesons is proportional to
the solid angle covered by a given TRD layout. For ϒ and J/ψ this is not the case since electron pairs have
to be detected in coincidence, introducing geometrical correlations. The low p t primary particles decay
emitting the e+e− pair back to back in the laboratory frame and therefore the coverage at the opposite
sides of the interaction point gives the largest yields of detected ϒ. As the p t of the primary particle
increases, the decay kinematics focuses the electron-positron pair closer and closer and therefore a large
coverage at the same side of the interaction point is optimal.

The acceptance of ϒ, J/ψ, B and D mesons were calculated for three partial TRD configurations and
compared to that for the full TRD detector.

The configuration called ‘WING’ has 10 fully filled supermodules distributed as a symmetric two-
arm spectrometer with a total of 50 stacks. From the installation point of view this would be the preferred
configuration for a partial TRD at a first stage which would be completed one or two years after start-up.

On the other hand, if at a certain point it becomes clear that there will not be enough funds to complete
the full TRD detector, one would have to optimize the phase space coverage and distributing the available
modules into complete supermodules might not be the best strategy.

The two other configurations ‘SHORT’ and ‘SHORTASYM’ consist of a compact TRD with no holes
in azimuth, however, with only 3 out of 5 stacks of each supermodule being installed. Both of them have
54 stacks. The configuration ‘SHORT’, being centered in z around the interaction point, provides a
symmetric coverage in rapidity. The ‘SHORTASYM’ is displaced having the two empty stacks on the
same side of the supermodule. In this way the ‘SHORTASYM’ provides larger coverage of rapidity;
however it implies an asymmetric weight distribution on the space frame. Those two configurations
represent the type of solution one might choose in case it would be clear that the TRD could not be fully
financed.
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Figure 12.17: The inner layer of the TRD for the different geometries considered; the horizontal axis gives the
sementation in z and the vertical in ϕ. Each module is represented by a rectangle. The area of each rectangle is
proportional to the acceptance of the corresponding module for e+e− from ϒ decays. From the top left to bottom
right the geometries are: ‘TRD’, ‘WING’, ‘SHORT’and ‘SHORTASYM’.

Figure 12.17 shows in a graphical way the ϒ acceptance for the different geometrical configurations.
Figure 12.18 shows the B acceptance for the same configurations. Top row left shows the full TRD ge-
ometry (labelled “TRD”) and right the ‘WING’ configuration. The bottom row left shows the ‘SHORT’
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Figure 12.18: Same as Fig. 12.17 for electrons from B decays.

and right the ‘SHORTASYM’ configuration. Since the distribution of chambers is identical for all layers
only the innermost layer for each configuration is shown with each rectangle representing a module; the
horizontal axis gives the segmentation in z and the vertical that in φ, hence each row corresponds to a
sector and represents a supermodule. Clearly visible are the holes in the TRD layout for each one of the
studied configurations. The area of each module is proportional to the number of electrons from ϒ or B
decays, respectively, that the module accepts.
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The acceptances for the three studied partial configurations, relative to the full TRD, are summarized
in Table 12.4.

Table 12.4: Fractional acceptance in % of the different TRD configurations relative to the full TRD for the
detection of decay electrons from ϒ, J/ψ, B and D mesons.

primary particle ‘WING’ ‘SHORT’ ‘SHORTASYM’

ϒ 17.4 42.8 46.1
J/ψ 34.5 47.9 43.3
B 55.9 64.3 59.9
D 55.7 63.7 59.7

12.7 Background

There are several sources of background that have to be considered while reconstructing ϒ and J/ψ from
their e+e− decay detected in the TRD.

• One of them is real e+e− pairs originating from Dalitz decays of π0 , η, ρ, ω, φ or semi-leptonic de-
cays of B and D mesons. Their contribution as evaluated in the TRD TP [2] is shown in Fig 12.19.
At large pt this background is dominated by e+e− originating from semi-leptonic decays of B and
D mesons as well as from Dalitz decays of π0 .

• Another source of background from real electron or positrons, is due to γ conversions, bremsstrahlung
and secondary interactions.

• A third source of background is due to charged pions misidentified as electrons by the TRD detec-
tor.

The last two sources of background were evaluated using 100 ‘parametrized HIJING’ events as input
to the simulation with all the central barrel detectors enabled. Figure 12.20 shows the p t spectra of
charged pions, electrons from conversions, bremsstrahlung and secondary interactions as well as e+e−

from Dalitz decays of π0 that reach the TRD detector. The e+e− from conversions and bremsstrahlung
in the material before the TRD are an order of magnitude larger than those from π0 Dalitz decays.

What fraction of the charged pion spectrum will contribute to the background depends on the elec-
tron identification and pion rejection capabilities that the final detector will achieve. As was shown in
Chapter 11 the fraction of pions misidentified as electrons depends on the required purity of the electron
sample and on the multiplicity of the event. Also the global tracking will accept only a fraction of elec-
trons and ‘electron like’ particles, namely those having a good χ2 for being primary particles and having
a good likelihood of being electrons according to the dE/dx in the ITS, TPC and TRD and according to
the transition radiation in the TRD.

12.8 Summary

The main conclusions from the studies presented here are:

1. Acceptances for ϒ and high pt J/ψ measurements need the full TRD.

2. The mass resolution for ϒ measurements is of the order of 1% if the magnetic field of the L3
magnet is B = 0.4 T or larger.

3. The main background sources in the electron channel are misidentified pions and conversions.
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4. The measurement of D and B mesons via their semi-leptonic decays can be performed with high
efficiency for pt cuts of the order of 1 GeV/c and higher.
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13 Detector control

The ALICE Detector Control System (DCS) is designed for monitoring and control of correct oper-
ational conditions of the ALICE sub-detectors. As this task also involves safety aspects, the hardware
links used are independent of the DAQ. The ALICE DCS project is presented in Ref. [1]. The ALICE
DCS system is described in Ref [2] and will be described in detail in a future document. Its functionalities
include (see also Ref. [3]):

• starting or shutting off a detector, or components of a detector, in a controlled way;

• monitoring of characteristics (analog and/or status values) which are necessary for detector opera-
tion and/or the physics data analysis;

• reporting of alarm conditions and initiation of the appropriate response;

• logging and archiving of characteristics, alarms and operator interactions;

• retrieving archived data for trend displays or detector analysis;

In addition, interactions are required with a number of external systems like the area safety system,
gas system, cooling and ventilation system, electricity mains supply, LHC, and magnets. However,
certain of these systems will only provide informative links to the DCS:

• during normal physics data-taking the DCS will control starting and operation of all the ALICE
sub-detectors. For this purpose standard operator commands will be available. Malfunctioning
will be signalled to the detector-dedicated control station via centralized alarms.

• during installation and/or maintenance periods it will be necessary to run different detectors, or
partitions of them, separately but simultaneously. In this case interference among detectors or
between them and external services must be screened.

To satisfy the above requirements the DCS architecture will have two essential features –scalability
and modularity– and will be based on distributed intelligence. The detector control system will be
designed and organized in layers, corresponding to different levels of visibility and access rights. The
higher levels will have a more global view, and will only be allowed to make a limited set of macroscopic
actions. On the other end, lower layers will have access to more detailed information and control. At the
highest level of the experiment a Supervisory Control layer will provide the communications among the
main ALICE subsystems such as the Data Acquisition Control (DAQC), the Trigger Control (TRC) and
the DCS. The DCS will be accessed through the Supervisory Control layer. No peer-to-peer connection
between DCS and DAQ is envisaged. The Supervisory Control will have the following features:

• provide a global view of the whole experiment to the operator.

• allow the control of the experiment through commands to the DCS, the DAQC and the TRC. It
will be capable of generating the sequence of operations in order to bring the experiment to a
given working condition. However, detailed actions will be the responsibility of the subsystems.

• collect and dispatch all the communications between the subsystems.

• monitor the operation of the subsystems, generate alarms, and provide the interlock logic where
necessary.



184 13 Detector control

• allow the dynamic splitting of the detector into independent partitions and the possibility of con-
current data-taking from the partitions.

Hardware protection of TRD components will be implemented wherever possible. This is the case,
for example, for the ramp-down of sense wire high voltages in the presence of sustained over-currents.

13.1 Hardware

Within ALICE we intend to develop a DCS system which is as standardized and identical across detector
boundaries as technically feasible. Consequently, similar to the general ALICE DCS, the hardware
structure of the TRD DCS will be structured in three layers.

• Field layer. This is the layer of field instrumentation such as sensor heads, actuators, etc. The field
instrumentation has to comply with the requirements of the detector hardware. The interfaces to
the control equipment will follow well-established electrical standards like 0–10 V for voltage in-
terfaces or 4–20 mA for current-loop interfaces. The signals to be monitored for the TRD detector
are listed in Table 13.1.

Each front end Multi Chip Module (MCM) which acquires and processes signals from 18 pads
also implements measurements of chip temperature, power voltages and currents and power on/off
control of the readout-related section of MCM.

Sensors of gas temperature, LV connector and cable temperature, LV regulator current and voltage
and humidity will be read out by a dedicated DCS ADC located on the MCM.

For monitoring of the detector status outside the running period we foresee operation of the MCM
in standby mode, where only the part essential for DCS (multiplexed ADC, duplex synchronous
daisy-chained serial link and DCS control) will be powered (See architecture of the DCS commu-
nication in Fig. 13.1).

Independent power distribution will be used only for key components of the system such as con-
trollers, sensors and actuators of the cooling and gas system and hubs distributing the information
between them and workstations on control and supervisory layers.

In the process controllers the CAN interface will be implemented as backup option.

• Control layer. This corresponds to multipurpose-control computer equipment of the Programmable
Logic Controller (PLC) type, in compliance with the relevant recommendation [4]. However,
wherever convenient in the case of a large number of field-instrumentation channels to be con-
trolled, VME-based controllers may be used. This hardware layer also includes self-contained
intelligent instruments like high- and low-voltage power supplies.

For the part of the DCS system located on the detector we currently investigate Ethernet as a
detector control field bus. Ethernet is rather rugged and AC coupled. In tree configuration and
using twisted pair distributions it permits 100 Mbit/s throughput over long distances. Failure on
one of the branch nodes does not disturb the rest of the network communication. This solution
is two orders of magnitude faster than the top speed of CAN Bus over short distances. For the
Ethernet solution to be viable, it has to be ensured that the implementation of all links under any
operational condition is provided by fully standard, well supported industrial solutions.

The currently very rapid development of single-board CPUs and programmable gate arrays (FPGA)
running Linux permits the use of miniature controllers which allow implementation of the Ethernet
interface and any other controls functionality together with the CPU. The only additional external
components required are an Ethernet transceiver (small SMT chip), one flash ROM, and a single
chip DRAM. Typical configurations include 8 MB flash ROM and 64 MB DRAM.

Concerning the development of controllers we plan three phases:
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Figure 13.1: Architecture of the DCS communication.

– a miniature single-board computer based on MC68EZ328 DragonBall microcontroller is cur-
rently used for evaluation tests . It will be used also for tests of compatibility of Ethernet and
the ALICE environment (operation in 0.5 T magnetic field) this year. This board supports
only the 10 Mbit Ethernet.

– in the second phase, a controller based on the ALTERA 20K200 FPGA chip will be devel-
oped. This controller will implement a synthesized UC ( NIOS processor with a 40 MIPS
16-bit CPU) together with Ethernet and an optional CAN interface.

– finally, at the beginning of next year, the Altera Excalibur chip (also from ALTERA 20k
FPGA family but with a hard processor core ARM or MIPS both able to run beyond 200
MHz) will be available also with Ethernet on the FPGA as IP core with no need of external
chips. Both FPGA Ethernet implementations run 100 Mbit/s. In the long run ALTERA will
probably not be the only supplier of such devices. Other possibilities might include Xilinx,
appropriate market surveys are underway.

• Supervisory layer. The equipment in this layer consists of general-purpose workstations which
will be linked to the control layer through TCP/IP. The workstations will provide the Man-Machine
Interface (MMI) to the DCS and will behave as server stations for detector monitoring and data
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logging, or as client stations for detector control. At the level of general supervisory control, the
workstations will be dedicated to the management of configuration data for all the detectors and
equipment, partitioning, alarms, logging and archiving, and data communication.

13.2 Communication

The data transmission links can be classified in layers equivalent to the hardware architecture. At the
field-instrumentation level, point-to-point links for voltage or current signals will be the general case.

Most analog sensors placed on the detector will be read by the DCS ADC located on the MCM.
Voltage for the MCM is regulated on-board and output voltage and load current of the regulator will also
be read by the DCS ADC on the MCM .

Devices and sensors placed on the detector end-cap and in UX25 will be read out using one of the
recommended field buses.

For communication between the DCS controller and the MCM we foresee a fast duplex synchronous
serial link running at ≈100 Mbit/s. This link will be used for downloading the MCM CPU software,
setup, DCS control, and preamplifier pulser test. A serial link will be connected on both sides of the
MCM chain to the controller, so that a failure of one MCM will not cut the communication to the rest of
chain.

This configuration does not change the hardware architecture since the bus system will be seen as an
extension of the controller station.

13.3 Software

The controller-level software, which will reside in the control computers that are directly linked to the
process, will be configured individually for each sub-detector.

For controllers based on the proposed FPGA, Linux (UCLinux) kernels are available which do not
implement a man-machine-interface (MMI) but otherwise are complete Linux systems allowing, for
example, to NFS mount external discs, run http , secure shell or telnet.

Software development becomes very simple, the front-end mounts the host’s disk, the software is
cross compiled into the mounted /bin partition and the program under test is started via remote shell.

For development and maintenance of the detectors each group will also configure a personalized
MMI. This software will be based on the same product(s) as for the ALICE DCS system and will there-
fore allow integration into the overall system during operation of the experiment and will grant separate
access and control of each subsystem during other periods.

It is planned that the driver software for the controller stations to interface the field instrumentation
to the ALICE DCS architecture will be based on the OPC [5] standard. This means that hardware and
applications from different manufacturers can be easily connected. OPC is currently being evaluated in
the context of the CERN JCOP project. It is based on the Microsoft technology DCOM (Distributed
Component Object Model) and provides a standardized access method and unified interface between
the control layer and a SCADA (Supervisory Control And Data Acquisition) system on the supervisory
layer. The OPC interface standard is defined and developed by the OPC Foundation which includes the
major companies in the automation sector (Siemens, Fisher-Rosemount, National Instruments, Rockwell
Software, et al.). A wide range of OPC servers and applications are already available and additional
companies have announced their adherence to this standard.
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13.4 Safety and quality management

13.4.1 Mechanical

All mechanical components will be designed and built according to the quality assurance standard
ISO 9001 or an equivalent national standard.

Although the TRD detector will be operated at a pressure of 1 mbar above atmospheric pressure, the
detectors are designed for a maximum over-pressure of 2 mbar.

13.4.2 Gas

In addition to adherence to mechanical tolerances, the fabrication, finishing, and choice of materials
must ensure an adequate gas purity in order to run the detector with the desired performance and within
operational cost. Since the TRD detectors are filled with a Xe,CO2 mixture, excessive leaks lead to
intolerable gas flows and the need for the injection of fresh gas. Avoiding such leaks is especially
important in view of the cost of Xe gas. It is therefore foreseen that detailed leak tests will be performed
at the detector construction sites.

The gases used in the TRD are non-flammable. As far as the detectors are concerned, redundant
and stand-alone safety mechanisms have been implemented in order to protect the TRD from under- or
over-pressures.

13.5 Radiation protection

The two main mechanisms that may induce radioactivity in the TRD are low-energy neutron activation
and inelastic hadronic interactions at high energy. The maximum neutron fluences over a period of ten
years at the mean radius of the TRD are below 1.0 ×1011/cm2, respectively. Scaling from the equivalent
dose rates induced by the high-luminosity pp interaction regions [7] to those of the ALICE experimental
conditions (approximately a factor of 100 lower), we do not expect any radiation hazards to be caused
by the accumulation of radionuclides in the TRD.

13.6 Electrical system protection

13.6.1 High voltage for readout chambers

The readout chambers require an operating voltage of less than 1700 V. In total, 540 supply lines are
needed. In addition, there are 540 supply lines for the HV to the field cage of each chamber. Here the
operating voltage will be less than 3000 V. The installation is based on standard coaxial high-voltage
cables rated for at least 3 kV, together with standard high-voltage connectors.

Standard, remotely-controlled power supplies with voltage and current monitoring will be used. If
an over-current is detected, the corresponding voltage will be ramped down at a preset rate. Operation
of the HV system will be interlocked in case of a cooling water leak. No parts of the readout chambers
under high voltage are accessible once the chambers have been installed.

13.6.2 Low voltage

The front-end electronics of the TRD is a typical low-voltage high-current system (≈ 20 kA in total),
which may run the risk of fire in case of uncontrolled currents. To avoid any danger to the TRD and its
readout system, the following strategy has been adopted.

The power supplies themselves are ground-free. The ground reference is obtained only at the detector
side. This avoids any accidental parasitic currents in the conducting paths (not adapted to such large
currents) flowing back to the power supply if one of the ground lines is broken.
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Powering of the system will be monitored by the DCS. Each MCM provides a measurement of all
the incoming voltages and currents. If there is a voltage drop or over-current, the system can be powered
down on a time-scale of milliseconds. By monitoring also the temperature of each MCM, the DCS can
react to temperature excursions, and shut off the relevant section of the system.

Furthermore, the design of the MCM and their connections to the ground of the readout chamber
is such that the copper cross-section is sufficiently large to accommodate high current densities (see
Section 9.1.2). This could be required if the ground return line is accidentally connected to the general
ground, which would lead to a parasitic current through the TRD support structure.
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Table 13.1: Main parameters of the Detector Control System for the TRD.

Systems/sub-
systems

Location Controlled parameters Number Link type Parameters Control

FEE cooling end-cap inlet and outlet liquid-coolant tempera-
ture

216 analog temperature Read/Write

end-cap inlet and outlet liquid-coolant pressure 36 analog pressure R
end-cap liquid-coolant valve control 18 binary voltage R/W
detector gas temperature 4860 analog temperature R
UX25 temperature threshold for cooling

alarm
2 analog voltage R/W

UX25 pressure threshold for cooling alarm 2 analog voltage R/W
detector humidity sensor for water leak alarm 1620 analog humidity R
PX24 safety switch 1 binary voltage on/off

FEE control detector FEE temperature 64224 bus temperature R
detector FEE voltage regulation 64224 bus current R/W
detector interface (status, exceptions, pedestals,

events)
64224 bus complex R/W

detector MCM on/standby 64224 bus bit pattern on/standby
FEE low voltage UX25 FEE power supply 108 serial current R/W

UX25 FEE power supply temperature 108 analog temperature R
UX25 FEE power supply status/enable word 108 serial bit pattern R/W
detector FEE voltage regulation 16056 bus current/voltage R/W
end-cap connector and cable temperature 648 analog temperature R
PX24 safety switch 1 binary voltage on/off
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Table 13.2: Main parameters of the Detector Control System for the TRD, continued.

Systems/sub-
systems

Location Controlled parameters Number Link type Parameters Control

Drift HV UX25 HV supply on/off 540 serial voltage R/W
UX25 HV setttings and readings 540 serial complex R/W
UX25 safety switch 1 binary voltage on/off

Readout chambers PX24 HV supply on/off 540 serial voltage R/W
PX24 HV settings and readings 540 serial complex R/W
PX24 safety switch 1 serial voltage on/off

Gas system PX24 primary inlet and outlet gas tempera-
ture

2 analog temperature R

PX24 primary inlet and outlet pressure 4 analog pressure R
PX24 primary inlet and outlet gas flow 2 analog flow R
PX24 regulation 5 serial complex R
PX24 safety switch 1 serial voltage on/off
PX24 purity control 2 serial complex bit pattern
detector primary inlet and outlet gas tempera-

ture
28 analog temperature R

detector primary inlet and outlet pressure 28 analog pressure R
detector primary inlet and outlet gas flow 28 analog flow R
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14 Tests with prototypes

In this chapter we describe the most relevant results of the tests with detector prototypes, carried out
during the past three years. Section 14.1 contains a brief description of the prototypes and of the data
acquisition system. In Section 14.2 we present the results of tests with radioactive sources (55Fe) and
in Section 14.3 the results of tests in beam will be shown. In Section 14.4 we summarize the on-going
activities and the plans for future test measurements.

14.1 Prototype description

Most of the results were obtained using a prototype Drift Chamber (DC) with dimensions identical
to those anticipated for the final detector (see Chapter 4), except concerning the area, which is only
0.5×0.6 m2. Chevron pad planes [1] with a pad area of 4.5 cm2 are used for the readout. A sketch of
the chevron geometry is presented in Fig. 14.1. The width of the pads is w=10 mm, the step (matching
the anode wire pitch) is s=5 mm, and the overlap factor fx=1.05. Nine chevron units (shaded area) are
connected together to form a pad of 4.5 cm length. For mechanical stability, the pad plane thickness is
3.5 mm. The average capacitance of a pad is about 22 pF. Both the anode (W-Au, 25 µm diameter) and
cathode wires (Cu-Be, 75 µm diameter) have a pitch of 5 mm and we use a staggered geometry. The
drift region is 30 mm in length and the anode-cathode gap (h) is 3 mm. The entrance window of 25 µm
aluminized kapton simultaneously serves as gas barrier and as drift electrode.

s

z

wfx

w

anode wire

i−1 i i+1

y

Figure 14.1: Sketch of the chevron pad plane layout.

Current- and charge-sensitive preamplifiers/shapers (PASA) were specially designed and built with
discrete components. They are described in Section 5.3.3. For the results presented in the following, the
charge-sensitive PASA was used. It has a gain of 2 mV/fC and a noise of about 1800 electrons r.m.s..
The FWHM of the output pulse is about 100 ns. For the readout of the DC we use an 8-bit non-linear
Flash ADC (FADC) system with 100 MHz sampling frequency, 0.6 V voltage swing and adjustable
baseline. The FADC sampling was rebinned in the off-line analysis in order to be closer to the final
detector specifications. The data acquisition (DAQ) is the GSI-standard, MBS [2], based on the VME
event builder RIO2 [3]. Usually we limited the readout of the DC to 8 pads, to minimize the data transfer
on the VSB bus connecting the FADC to the event builder.
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14.2 Source tests with 55Fe

The prototypes have been tested with Ar- and Xe-based gas mixtures, using an 55Fe X-ray source of
5.9 keV. These measurements were aimed at determining the operation point of the detector (in terms of
gas gain), checking its energy resolution and for determination of the pad response function (PRF).

14.2.1 Signals and spectra

In Fig. 14.2 a collection of signals is shown, as obtained with the 55Fe source for four gas mixtures:
Ar,CH4 (10%) , Xe,CH4 (10%) , Xe,CO2 (15%) and Xe,CO2 (20%) . These signals are from the pad on
which the collimated source was centered. The shape of the signals is a convolution of the detector signal
(determined mainly by the slow ion motion) and the PASA response. The longer tails in case of Xe-based
mixtures is the result of the slower ion motion. Note that the mobility of the Xe ions is almost 3 times
lower than that of Ar ions [4]. From the signals illustrated in Fig. 14.2 we produce the energy spectra
of the 55Fe source with two methods: i) integrating the pulses over a gate of 1 µs, starting at 0.2 µs;
ii) taking the maximum pulse height. In both cases we performed a sum over pads to obtain the total
deposited charge, as shared by the adjacent pads.
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Figure 14.2: Average signals on the center pad from the 55Fe source for four gas mixtures.

In Fig. 14.3 we present the spectrum of 55Fe for the Ar,CH4 (10%) gas mixture for the voltages
Ua=1.45 kV and Ud=-2.5 kV, using the integrated charge Q (left panel) and the maximum pulse height
PH (right panel). Besides the main peak corresponding to the full energy deposit of of 5.9 keV, the escape
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peak corresponding to the partial energy deposit of 2.9 keV is clearly visible. The curves are the results
of gaussian fits to the main peak. Resolutions below 10% are achieved with both methods.
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Figure 14.3: The spectra of 55Fe measured with Ar,CH4(10%). Left panel: integrated charge value, right panel:
maximum pulse height. The curves are the results of gaussian fits of the main peak.

In Fig. 14.4 we present the spectra of 55Fe for the case of the Xe,CH4 (10%) mixture. In this case too,
resolutions below 10% at the main peak are obtained. For roughly equal values of Q for the two mixtures
(Fig. 14.3 and 14.4), the corresponding PH spectra are clearly smaller in case of Xe,CH4 (10%) mixture.
As noted above in connection to the signals presented in Fig. 14.2, this is the result of a different contri-
bution of the tails from positive ions.
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Figure 14.4: As Fig. 14.3, but for Xe,CH4 (10%) gas mixture. Note the higher voltages (Ud=-3 kV, Ua=1.65 kV)
used to achieve integrated charge values comparable to the Ar,CH4 (10%) case (see Fig. 14.3).

In Fig. 14.5 we present the energy spectra of 55Fe for the Xe,CO2 (20%) gas mixture, for different
anode voltages. Note that the resolution is in all cases below 10%. For high values of the gas gain the
Xe escape peak of about 1.2 keV becomes visible.
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Figure 14.5: 55Fe spectra measured with Xe,CO2 (20%) for four different anode voltages.

14.2.2 Gas gain

In Fig. 14.6 we present the average energy deposit correponding to the full energy of 5.9 keV of the
55Fe source as a function of the anode voltage. Four different gas mixtures (both Ar- and Xe-based) are
compared, both in terms of the average pulse height and of the average integrated charge.

The gas gain for each anode voltage was determined in a separate measurement by measuring the
anode current and the activity, using a non-collimated 55Fe source (to get high activity for good precision
of the current measurement). A pulse height of 100 mV corresponds to a gas gain of about 104 in case
of the Ar mixture. For the Xe mixtures, due to a larger primary number of electrons (≈270, compared
to ≈220), the gas gain is correspondingly lower at the same pulse height. The drift voltages were not
kept constant and this influences the gas gain (see Section 14.4). Despite this effect, one can see that
different anode voltages are needed in order to achieve the same gain, depending on the gas mixture.
In case of CO2 quencher, the higher voltage necessary for Xe,CO2 (20%) compared to Xe,CO2 (15%) is
almost compensated by the larger drift voltage, which contributes to the gain (see below, section 14.4).

14.2.3 Pad response function

The PRF is a measure of the degree of sharing of the image charge on the cathode plane by adjacent pads.
The PRF, measured using the 55Fe source, is presented in Fig. 14.7. Shown is the ratio of the charge
(integrated over a gate of 1 µs) on the central pad (Qcen) to the sum of charges on the center pad and two
neighbouring ones on each side (Qtot ) as function of the position of the hit. This position, y, is expressed
relative to the pad width, w, which is 10 mm in our case. It has been calculated using a formula derived
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assuming a gaussian PRF [5, 6]:
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Figure 14.7: Pad response function: measured with 55Fe source, for Ar,CH4 (10%) (dots) and calculated (cir-
cles). The continuous lines are results of gaussian fits.
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where Qi is the integrated signal for pad i (which is the pad with the largest signal). The full dots denote
the measured values, while the circles are for calculated values using the Mathieson recipe [7]. It is
evident that the measured PRF does not agree with the calculated one, which is clearly narrower. This
broadening is the effect of capacitive cross-talk between adjacent PASA channels which is discussed
below. The continuous lines are results of gaussian fits. While the measured PRF is perfectly approx-
imated by a gaussian (with σ=0.6×w), the calculated one is not. The gaussian shape of the measured
PRF could be an artifact of the method, but a different method, namely moving the collimated source
across the pad and recording the above ratio as a function of position, gives identical results. Note that
in the derivation of the Mathieson formula a symmetric amplification gap is assumed. The transparency
of the cathode grid may destroy this assumption. From our most recent studies using different cathode
wire pitches (see Section 14.4) we can rule out that the density of the cathode grid has a major influence
on the measured PRF.
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Figure 14.8: Signals produced by the 55Fe source on
three adjacent pads.
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Figure 14.9: Signals on three adjacent pads from a
pulser signal on the center pad.

To understand the reason of the discrepancy between the measured and calculated PRF, we looked in
detail into the effect of the preamplifier cross-talk. We have noticed early on that the tail of 55Fe pulses
in the neighbouring pads has a time decay smaller compared to the center pad. Fig. 14.8 shows an ex-
ample of the average pulses (the average is done over many events) on three pads, when a collimated
55Fe source was centered on the middle pad. The different time behaviour is the result of the cross-talk
between two neighbouring channels of the PASA, due to the pad to pad capacitance. This is demon-
strated in Fig. 14.9, where we present average signals on three pads when a step signal (28 mV on 1 pF,
5 ns rise time) from a pulse generator was fed to the center pad, directly on the detector. In this case the
neighbouring channels should ideally see no signal, since there is no charge sharing. Instead, a bipolar
cross-talk is seen. On this spurious signal the true 55Fe signal from pad sharing would add, creating
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the shapes presented in Fig. 14.8. One observes about 12% cross-talk in the pulse height in each of the
adjacent channels. This cross-talk figure would explain the difference of the measured PRF compared
to the calculated one. However, when integrating over 1 µs (as it was done for the 55Fe signals when
deriving the PRF), the cross-talk is reduced to 4%. Note that without load the channel to channel cross-
talk is below 0.5%. In a second step we investigated the cross-talk as function of rise time of the input
pulse (apart of 5 ns, we used 20 and 50 ns) and of the shaping time of the PASA and found only little
dependence. The cross-talk is mainly determined by the input impedance of the PASA, which was in
the present case about 1 kΩ. Naturally, the cross-talk increases as a function of the capacitive coupling
between neighbouring channels. We established that a channel to channel capacitance of 8 pF is repro-
ducing the cross-talk measured on the detector (Fig. 14.9), in agreement with our measurements and
calculations of the pad to pad capacitance.
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Figure 14.10: Pulser signals on the main pad and on a neighbouring one for different shapes of the input pulse.
Note the different scales for the y axis.

The signal from the detector may be quite different from a simple step pulse. To check this particular
detail, we injected pulses that simulate the time evolution of the signals from the real detector. These
pulses have a fast rise time, followed by a slow logarithmic rise. The measured signals for the main
pad (left panel) and neighbouring pad (right panel, note the different scale on the y axis) are presented
in Fig. 14.10. The different open symbols correspond to different time constants of the fast component,
while the dots are for a measured 55Fe signal. The values of the pulse height cross-talk are very similar to
those seen with the simple step pulse (Fig. 14.9). However, one can notice that the shape of the cross-talk
signal is quite different in the present case. Although the time dependence of the signal on the neigh-
bouring pad (right panel in Fig. 14.10) is different compared to the one of the main pad (left panel), no
undershoot is seen for this more realistic input pulse. When integrating over 1 µs, the cross-talk is about
4%, identical to the case of the step input pulse. In order to improve our understanding of the discrep-
ancies between the observed and the calculated PRF, the problem of the cross-talk is being investigated
further. However, the present results are obtained with a preamplifier/shaper which is different than the
final one (see Chapter 5). This integrated version is particularly optimized for a low input impedance
and measurements on the detector will follow soon.
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14.3 Beam tests

The measurements have been carried out at beam momenta between 0.7 and 2 GeV/c [8]. The electron
content of the beam varies as function of momentum and is of the order of 2-3% for 1 GeV/c. We used
mixed electron-pion beams provided by the secondary pion beam facility at GSI Darmstadt [9].

14.3.1 Setup

The setup used for the beam tests is sketched in Fig. 14.11 (see also Color Fig. 8). It comprises the
following detectors:

• a one-layer TRD, composed of a radiator (R) and a readout chamber (drift chamber, DC).

• three scintillator counters (S0, S1, S2), used for beam definition. Their dimensions are 5×10 cm2.

• a gas-filled threshold Cherenkov detector (Ch), 2 meters in length, read out via a mirror by two
photomultipliers, for electron identification.

• a Pb-glass calorimeter (Pb), with dimensions 6×10 cm2 and a depth of 25 cm (equivalent to 10
X0) for electron validation.

• a multiwire proportional chamber (MWPC) [10] with a 20×20 cm2 active area, used for monitor-
ing the beam profile.

• two silicon strip detectors (Si1, Si2) with active area of 32×32 mm2. Each has strips of 50 µm pitch
in both x and y direction, representing a total of 1280 channels per detector. As these signals are
read out in a zero-suppression mode, they do not contribute significantly to the data volume. They
are used off-line for tracking for the position reconstruction using the DC (see Section 14.3.7).

S2
Beam

R

DC

S1
Si1 Si2

MWPC

PbChS0

Figure 14.11: Sketch of the setup used for the beam tests (not to scale). The different components are explained
in the text.

The beam trigger was defined by the scintillator counters S1 and S2, to which the Cherenkov signal
was added as the electron trigger. Both electron and pion events are acquired simultaneously by using
appropriate pion scaledown factors. Off-line the events were selected using the correlation between the
signals delivered by the Cherenkov and the Pb-glass detectors, shown in Fig. 14.12 for the momentum
of 1 GeV/c. As seen, by requiring threshold signals in both detectors (the lines in Fig. 14.12) one can
isolate clean samples of pions and electrons. For this momentum we used a pion scaledown factor of 8.
Measured with the MWPC, the horizontal size of the beam was about 4.5 cm FWHM.

The gases used for the DC were Xe-based mixtures. We used both CH4 (10%) and CO2 (15% and
20%) quenchers. We selected the anode voltages such that the gas gain of the chamber was in the range
of 5000 to 8000 for most of the measurements, except when we intentionally varied it for some particular
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Figure 14.12: The correlation of the signals from the Cherenkov detector and the Pb-glass calorimeter. The
thresholds used to identify negative pions and electrons are indicated.

studies (see below). The oxygen content in the gas was continuously monitored and kept below 10 ppm
using a flow of 2-3 liters/hour.

14.3.2 General properties of the detector

Distributions of average pulse height, 〈PH〉, as a function of drift time for different drift voltages are
shown in Fig. 14.13 for pions of 1 GeV/c momentum. Three Xe-based gas mixtures are compared: 15%
CO2, anode voltage Ua=1.75 kV (upper left panel), 20% CO2, Ua=1.80 kV (upper right panel) and 10%
CH4, Ua=1.75 kV (lower panel). Note that in the case of Xe,CO2 (20%) the incidence was perpendicular
to the anode wires, while in the other two cases it was at about 17◦ with respect to the normal to the
anode wires.

The time zero has been arbitrarily shifted by about 0.4 µs to have a measurement of the baseline.
Note that the average pulse height in the drift region exhibits a slight increase as a function of drift time.
This is the result of build-up of detector currents from ion tails, convoluted in addition with the response
of the preamplifier. The peak at the beginning of these distributions originates from the primary clusters
in the amplification region, where the ionization from both sides of the anode wires contributes to the
same time channel. These characteristics have been reproduced by simulations of detector signals using
GARFIELD [12]. The drift voltages have been tuned to cover a similar range of drift velocities around
1.5 cm/µs. The voltages are different for the mixtures investigated (especially between the two quencher
gases, CO2 and CH4), as expected. Notice also that the behaviour with the field strength is different (see
below).

Analysis of the distributions presented in Fig. 14.13 allows a rough estimate of the drift velocities for
the different mixtures. This accuracy is limited by the accuracy in assigning the beginning of the drift
region out of the tail of the signals in the amplification region. The results (open symbols) are plotted
in Fig. 14.14 as function of the drift field for three Xe-based gas mixtures, along with calculations using
GARFIELD/MAGBOLTZ [12, 13] (full symbols). While for the CO2 mixtures our drift fields of the
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Figure 14.13: The average pulse height as
function of drift time for different drift volt-
ages. Three Xe-based gas mixtures are com-
pared: CO2 (15%), for the anode voltage
Ua=1.75 kV (upper left panel), CO2 (20%),
Ua=1.80 kV (upper right panel) and CH4

(10%), Ua=1.75 kV (lower panel).

order of 1 kV/cm correspond to the rising part of the distribution, in case of the CH4 quencher we are
already in the slowly decreasing region after the first maximum. Within the limitations of the method,
one can say that the calculations reproduce the drift velocities in case of CO2 mixtures, but there seems to
be a disagreement for the CH4 case. For this particular case, we include in the comparison the measured
data of Christophorou et al. [14], to which our values are compatible. Note that a more recent set of
measurements [15] are significantly different. We mention that the water content, which influences the
drift velocity quite strongly, was about 150 ppm in case of CO2 mixtures, but was not measured in case
of Xe,CH4 (10%) .

One can notice in the distributions presented in Fig. 14.13 that the relative magnitude of the peak to
the plateau is varying as a function of the drift field. This is due to the compression of the same signal in
progressively shorter time intervals. In detail, this behaviour seems to be mixture dependent. A detailed
look at these facts is presented in Fig. 14.15. Here we show the drift field dependences of the measured
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Figure 14.14: The dependence of the drift velocity on the drift field for three Xe-based gas mixtures. The data
extracted from Fig. 14.13 (open symbols) are compared to calculations using GARFIELD/MAGBOLTZ [12, 13]
(full symbols). For the Xe,CH4 (10%) case we include in the comparison the measured data of Christophorou et
al. [14].

charges in the drift region, Qd and in the amplification region, Qa. These quantities are integrals of the
pulse height over the timespan of the plateau and peak, respectively. The sum of them (upper panel,
note the logarithmic scale) is increasing as a function of drift field, a result of increasing gas gain (see
Section 14.4). The ratio Qd/Qa is presented in the lower panel. Its dependence on the drift field, different
for CO2 and CH4 quencher, is the effect of the different drift velocity variation, as seen in Fig. 14.14.
The decreasing of this ratio for higher drift velocities may already point to a space charge effect (see
below), which is more pronounced in case of an electron arrival more compressed in time.

Figure 14.16 shows the dependence of Qd+Qa and Qd/Qa as a function of the anode voltage. The
integrated charge (upper panel, notice the logarithmic scale) is exhibiting the gas gain dependence on the
anode voltage (see Section 14.2.2). The ratio Qd/Qa, shown in the lower panel, gives an indication of the
gas gain saturation (lower gain for the late electrons due to the screening of the anode potential by the
ions from previous clusters) as function of gas gain. For no gain saturation this ratio is flat. The small
decrease points to a small gain saturation. However, this conclusion is somewhat ambigous because of
the uncertainty in delineating the amplification region, which may extend into the drift region as function
of increasing anode voltage. We note though, that the distributions of the average pulse heights from
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which the ratio Qd/Qa was derived are very similar for all the anode voltages under consideration, thus
pointing to a genuine gain saturation effect. The effect is rather small because the incident angle in this
case was 17◦ with respect to the normal to the anode wires.

In Fig. 14.17 we present an example of the evolution of the average pulse heights as a function of
drift time with respect to the incident angle along the anode wires. These distributions were recorded for
a moderate gas gain of about 6000. However, decreasing the angle towards normal incidence, the signal
gets progressively attenuated as function of drift time. This is a clear signature of the gas gain saturation,
which is a local effect. When spreading the primary electrons along the anode wire, the effect becomes
less and less important. Simulations confirm this interpretation (see Chapter 4). Note that the signal in
the amplification region (the peak) is independent of the angle (there is no relative normalization of the
data for different angles), since there are no precursor avalanches that can screen it.

In Fig. 14.18 we present the summary of the above effects. The ratio Qd/Qa is plotted as a function
of the incident angle along the anode wires for three values of gas gain, separated by factors of 2.35. The
variation of the ratio with the angle is very pronounced for small angles, while a saturation is reached at
larger angles due to the locality of the screening, as mentioned above. The ratio has a stronger variation
for larger gains, as expected. As we will show in Section 14.3.6 the gas gain saturation is affecting the
pion rejection performance of the detector. Due to these effects, we envisage to operate the chambers at
the lowest possible gas gain (around 5000).
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14.3.3 Pion and electron distributions

In this section we present typical distributions for pions and electrons for a momentum of 1.0 GeV/c and
a fibre radiator. Unless specified, the incident angle is 17◦ with respect to the normal to the anode wires.
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Figure 14.19: Typical signals as
a function of drift time for a pion
and an electron for the momentum
of 1.0 GeV/c. Note the different
scales on the vertical axes.

In Fig. 14.19 we show an example of the signal distribution as a function of drift time for a pion
and an electron. Here and in what follows we are using a time bin of 50 ns, a value smaller than that
of the final configuration of the TRD in ALICE. We checked that by increasing the time bin from 50 ns
to 100 ns the performance of the detector with respect to the pion rejection does not change. Note the
different magnitude of the two signals and, for the electron, the big cluster at late drift time, possibly
corresponding to a TR photon absorbed early near the entrance of the DC. Detailed simulations [11]
showed that the electron identification is significantly improved by using, along with the pulse height,
the drift time information (see below).

We show in Fig. 14.20 the drift time distribution of the average pulse height summed over the adjacent
pads, 〈PH〉, for pions and electrons in case of a fibre radiator with 17 µm fibre diameter (thickness X=0.3
g/cm2). For electrons (square symbols) there is a significant increase in the average pulse height at later
drift times, due to preferential absorption of TR near the entrance of the DC. The dashed line in Fig. 14.20
is the expected pulse height distribution for electrons without TR; it has been obtained by scaling the
pion distribution with a factor of 1.45, measured in a separate experiment without radiator. Pulse height
distributions as a function of drift time have been reported by other experiments [16, 17, 19, 20]. A
decrease of the pulse height as a function of drift time was observed in all those cases and it was attributed
to electron attachment [20]. We stress that it is for the first time that the expected signal is directly seen
in such a detector.

The distributions of the integrated energy deposit are shown in Fig. 14.21 for pions and electrons for
a momentum of 1 GeV/c, in case of a 17 µm fibres radiator. The pure Landau distribution exhibited by
pions is spread towards higher values in the case of electrons due to the contribution of the TR.

The distributions of the position of the largest cluster found in the drift region are shown in Fig. 14.22.
The detector depth is expressed here in time bin (50 ns) number, where the counting starts at 0.75 µs (see
Fig. 14.20) and increases towards the entrance window for a total of 32 time bins. The trends seen in
Fig. 14.20 are present in these distributions as well. For the case of electrons the probability to find the
largest cluster is strongly increasing towards the entrance of the detector (higher time bin number) due
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mainly to the contribution of TR, while for pions there is only a slight increase which is due to the ion
and preamplifier tail build-up explained above. The distributions presented in Fig. 14.21 and Fig. 14.22
are normalized to the same number of events.
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14.3.4 Radiator comparison

Various radiators were tested: regular foils of polypropylene (PP), mats of irregular PP fibres with various
fibre diameters (between 15 and 33 µm) and foams of different material type: PP, polyethylene (PE) and
Rohacell (RC). These radiators spanned a large range in densities and structural properties, as one can
see in Table 14.1. The quantity d quoted here is the linear dimension of the structural unit, which for the
foils means foil/gap thicknesses, for the fibres the diameter and for the foams the typical pore size. The
variation in total thicknesses is also large, from 3 to 10 cm.

Table 14.1: The properties of various radiators.
Name Material ρ (g/cm3) d (µm)
foils120 PP 120 foils 20/500
foils220 PP 220 foils 25/250
fibres17 PP 0.074 17
fibres20 PP 0.05 15-20
RG30 PP 0.03 1300
RG60 PP 0.06 700
WF110 RC 0.11 700
HF110 RC 0.11 ≈75
HF71 RC 0.07 ≈75
IG51 RC 0.05 ≈75
HF31 RC 0.03 ≈75
EF700 PE 0.12 800
S-HF110 RC/PP 0.086 sandwich
S-HF71 RC/PP 0.073 sandwich

To study the relative performance of the various radiators presented in Table 14.1 we have classified
them according to the equivalent thickness into two classes, with roughly X=0.3 g/cm2 and X=0.6 g/cm2

(the radiation length for some this materials is provided in Chapter 3). The measurements are summarized
in Fig. 14.23 in terms of the ratio between the average pulse height of electrons and pions, 〈PH〉e/〈PH〉π,
as function of detector depth. The detector depth is divided here into 5 zones, where zone 0 is the
amplification region and each of the others is a quarter of the chamber’s drift region (drift time between
0.75 and 2.35 µs in Fig. 14.20). The numbering goes from the cathode wire plane towards the entrance
of the DC. In this representation, a better relative performance of the radiator amounts to a higher ratio
between electron and pion pulse height, while the increase towards the entrance of the detector gives
information about the characteristics of the spectrum of the TR. The case of no TR would produce a flat
distribution at about 1.45 for the momentum of 1 GeV/c. These measurements were performed using the
Xe,CH4 (10%) gas mixture.

The most important conclusion from Fig. 14.23 is that the fibre radiators exhibit performances com-
parable to that of radiators with foils, being only slightly worse. Taking into account that the foil radiators
are significantly lighter than the other radiators in both cases (with X=0.22 g/cm2 and X=0.5 g/cm2, re-
spectively), our conclusion is in agreement with previous studies [17]. The fibres with lower density,
fibres20, produce slightly more TR compared to the more dense ones, fibres17. In a separate study we
have found that the fibre diameter influences the TR yield only marginally. Radiators composed of fibres
with 17 and 33 µm diameter show similar TR performance for the same density and thickness. We note
that in a previous measurement it was found that the momentum dependence of the pion rejection is
influenced by the fibre diameter [23].

The performance of the foams is comparable to the fibres only in the case of the light PP foam, RG30.
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Figure 14.23: Average relative electron/pion pulse height as function of the drift zone for various radiators (see
Table 14.1) of two thicknesses for the momentum of 1 GeV/c. These measurements were performed using the
Xe,CH4 (10%) gas mixture. See text for details.

However, in this case the 10 cm thick radiator is a serious disadvantage (at least for the ALICE TRD).
The more packed version of the same material, RG60, produces significantly less TR (furthermore, it
is thicker, X=0.36 g/cm2). We found that the Rohacell foams HF110 and WF110 exhibit very different
features. Contrary to the expectations, it is the version with less structure (invisible pores), HF110,
that gives higher TR yield. The other Rohacell foam, WF110, as well as the Ethafoam, EF700, are
basically excluded as radiator candidates. Judging by their apparent structure, these foams would have
been expected to deliver reasonably good TR performance. Their low TR yield may be the consequence
of a higher absorption due to their chemical compositions. In particular, especially concerning their TR
spectra, Ethafoams were established early on as promising candidates for radiators [18]. Note that it was
found that even PE foil radiators exhibit poor TR performance [17], presumably due to a low TR yield.
In general, similar results concerning the relative comparison of different radiator materials have been
obtained in other experiments [17, 21, 22].

After the first step of selecting the best candidates for a radiator, we have extended our study towards
finding a more realistic radiator that would satisfy both the TR performance and the mechanical stability
requirements (see Chapter 3). We have investigated sandwich radiators composed of 17 µm fibres and
Rohacell foams. The results are presented in Fig. 14.24, where we compare the ratio of electron to pion
pulse heights as function of drift zone for sandwich radiators (S-X) and for pure Rohacell foams and pure
17 µm fibre radiators. A measurement without radiator is included. This comparison is done for a fixed
geometrical thickness of 4.8 cm. The pure fibre radiator has a thickness of only 4 cm, to allow direct
comparison to our previous measurements. The sandwiches contain 3.2 cm of fibres between 2 sheets
of Rohacell foams of 0.8 cm each. The detection gas was Xe,CO2 (15%) . It is evident that all cases
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under study yield very similar TR performance, essentially because of their different densities within the
constraint of the same thicknesses (with the exception of pure fibres radiator, as mentioned).

14.3.5 Pion rejection performance

The distributions presented in Fig. 14.21 and Fig. 14.22 have been used as probability distributions in
simulations aimed at determining the pion rejection factor for the proposed configuration of the ALICE
TRD. To extract the pion rejection factor we have studied three different methods: i) truncated mean of
integrated energy deposit, TMQ; ii) likelihood on integrated energy deposit (see Fig. 14.21), L-Q [23];
iii) two-dimensional likelihood on energy deposit and position of the largest cluster found in the drift
region of the DC (see Fig. 14.22), L-QX [19].

For a certain energy deposit Ei in layer i, P(Ei|e) is the probability that it was produced by an electron
and P(Ei|π) is the probability that it was produced by a pion. The likelihood (to be an electron), L, is
given by:

L =
Pe

Pe +Pπ
, (14.2)

where

Pe =
N

∏
i=1

P(Ei|e) ; Pπ =
N

∏
i=1

P(Ei|π). (14.3)

We assume that the six layers have identical performance as represented by the measured distributions
of Fig. 14.21 and Fig. 14.22 and that there is no correlation between the layers. Both the truncated mean
(the truncation is done by excluding the highest value of the integral energy deposit among the layers)
and the likelihood distributions (Eq. 14.2) were constructed over the six layers for the same number of
simulated pion and electron events. Cuts on electron efficiency were imposed on these distributions and
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the pion efficiency was derived within these cuts. We note that another method, “cluster counting” [25]
is widely used, in particular for “fine grained” TRDs like those used in ATLAS [26] and in HERA-
B [27]. As it was shown in [17, 19] and as our own simulations have demonstrated [11], the likelihood
on integrated charge gives better pion rejection than the cluster counting method.
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Figure 14.25: Pion efficiency as a function of electron efficiency determined with truncated mean on energy
deposit (TMQ), likelihood on total energy deposit (L-Q), two-dimensional likelihood on charge deposit and DC
depth (L-QX).

The radiator used for these studies is composed of pure fibres with 17 µm diameter and the detection
gas is Xe,CH4 (10%) . In Fig. 14.25 we present the pion efficiency (the inverse of the rejection factor)
as function of electron efficiency (90% electron efficiency is the commonly used value) for the beam
momentum of 1 GeV/c. The three methods introduced above are compared. The truncated mean method,
although it delivers sizeably worse identification, has the advantage of being very easy to use, being
advantageous especially for an on-line identification. The bidimensional likelihood delivers the best
rejection factor and will be studied further in order to optimize the final detector design. As emphasized
earlier [19], the use of FADCs to process the signals in a TRD can improve the pion rejection power by
up to a factor of 2. In general, the three methods employed here give results in good agreement with
earlier studies [17, 19].

By doubling the equivalent thickness of the radiator from X=0.3 g/cm2 (left panel of Fig. 14.25) to
X=0.6 g/cm2 (right panel) one gains a factor of about 2 in pion rejection power. However, as discussed
before, it remains to be seen how the additional material will influence the performance of the TRD itself
and whether it can be tolerated by other ALICE subdetectors.

The pion efficiency at 90% electron efficiency as a function of momentum is shown in Fig. 14.26. The
steep decrease of pion efficiency at momenta around 1 GeV/c is due to the onset of TR production [23,
24]. Towards our highest momentum value, 2 GeV/c, the pion efficiency reaches saturation, determined
by the TR yield saturation and by the relativistic rise of the pion. Due to these effects the pion rejection
is expected to get slightly worse for momenta above 3 GeV/c [16, 17, 23, 28].

As one can see in Fig. 14.26, at momenta around 2 GeV/c the pion rejection factor of 300 to 500
achieved during these tests is above the required value for the ALICE TRD. However, one has to bear in
mind that a significant degradation of TRD performance has been registered when going from prototype
tests to real detectors [30]. This is the effect of detector loads in a multiparticle environment, as demon-
strated for our case using simulations (see Section 11.5). On the other hand, impressive pion rejection
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Figure 14.26: Pion efficiency as a function of momentum for a radiator with 17 µm fibres. The three methods
used are discussed in the text.

factors of 1000 and above have been achieved in full size TRDs by NOMAD [24] and HERMES [29].

14.3.6 TR performance as a function of incident angle

As shown above (Section 14.3.2), the detector performance depends on the incident angle with respect
to the anode wires. Because of the higher energy deposit in case of the electrons (electrons are at the
Fermi plateau in the energy loss), they will suffer from stronger gas gain saturation than the pions and
this will expectedly affect the pion rejection performance. The radiator used for these studies is the
S-HF71 sandwich and the detection gas was Xe,CO2 (15%) . In Fig. 14.27 we show the electron-pion
performance as function of the incident angle. The ratios of pulse heights as a function of the detector
depth are shown in the left panel. One can see the expected degradation of these ratios as the incident
angle approaches normal incidence. This translates into a degradation of the pion rejection performance,
as shown in the right panel. The L-Q method was used to obtain these pion efficiencies extrapolated for
6 layers. The sandwich radiator S-HF71 has been used, for the momentum of 1 GeV/c. The gas gain of
the chamber was about 7000.

A higher gas gain obviously contributes to a stronger degradation of the pion rejection performance
as seen in Fig. 14.28, where we present the dependence of the pion efficiency at 90% electron efficiency
as function of incident angle. Three values of the gas gain are compared, increasing from about 7000
by a factor of 2.35 for each 100 V of the anode voltage. The momentum is 1 GeV/c and the radiator
is the sandwich S-HF71. While at the lowest gas gain the degradation in pion rejection is about 30%
from 17◦ to normal incidence, for the higher gains the situation is considerably worse. Almost a factor
of four worse pion rejection is observed for the highest gain at normal incidence. One can notice that for
incident angles above roughly 10◦ there is basically no difference in pion rejection for different gains. As
discussed above (Section 14.3.2), the gas avalanche is a local process and this explains also the observed
dependence of the pion efficiency as a function of angle for different gains (see also related Fig. 14.18).

The degradation of the pion rejection performance as a function of incident angle for high values of
the gas gain is an important argument for operating the detectors at the lowest possible gain.
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14.3.7 Position reconstruction performance

In this section we present results on the position reconstruction performance using a single drift cham-
ber. We study the dependence of the performance on the signal-to-noise ratio for the data without any
corrections. Then we justify and apply corrections for the time evolution of the signal and conclude with
a study on the influence of a tail cancellation technique, proving its suitability for our data processing
chain.

Unless specified, for this study we use 14 time bins of 100 ns each, spanning the full drift region of
the DC. Note that there is an uncertainty in assigning the beginning of the drift region (see Fig. 14.13).
While this influences the value of the reconstructed angle of incidence, the resolution is changed only
marginally. In Fig. 14.29 we present an example of the angle fit. The pulse height distributions over eight
pads are presented in the left panel. The fit of the displacement (with respect to the center pad) for each
time bin is shown on the right panel. The incident angle was 17◦ along the anode wires (across pads). It
corresponds to a 9.2 mm deflection over the 30 mm drift length.
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Figure 14.29: Left panel: the pulse height in the drift region versus time bin number on eight pads. Right panel:
the displacement from the center pad as a function of time bin number.

In Fig. 14.30 is shown a summary of results as function of signal-to-noise ratio, S/N. The signal is
the average pulse height per time bin (for the drift region only) on the center pad, for pions. To vary S/N
we increased the gas gain of the detector by varying the anode voltage. The beam incidence was 17◦ with
respect to the normal on the detector, along the anode wires. The upper row presents the average number
of pads, 〈N pad〉, with a signal above threshold (cluster width) for each time bin (the threshold was 2
times the noise value) and the average number of points used for the angle fit, 〈N f it〉. We compare three
methods for the position reconstruction:

1. the center of gravity using 5 pads, labeled COG5. The displacement from the center of the pad
with the maximum signal (pad i) is:

x =
−2 ·Pi−2 −Pi−1 +Pi+1 +2 ·Pi+2

Pi−2 +Pi−1 +Pi +Pi+1 +Pi+2
, (14.4)
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Figure 14.30: The position performance as function of signal-to-noise ratio, S/N. Clockwise from top left:
average number of pads with signal over threshold for each time bin, 〈N pad〉; average number of points used for
the angle fit, 〈N f it〉; angular resolution; r.m.s. of the residuals. The methods used for the position calculation are
described in the text.

where Pi is the signal (pulse height for a given time bin) for pad i. The threshold is required only
for the central pad.

2. using (for each time bin) formula 14.1, derived under the assumption of a gaussian PRF [5, 6],
labeled LOG3. For this method we require that three pads have signals above threshold.

3. an analytical formula using the measured pad response function (see Section 14.2.3), labeled PRF2
[4]. At least two pads are required to be above threshold in this case. In case three pads are above
threshold, a weighted mean of two measurements is used [4], so that the displacement for a given
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time bin is:

x =
1

w1 +w2

[

w1

(

σ2
P

w
ln

Pi

Pi−1
− w

2

)

+w2

(

σ2
P

w
ln

Pi+1

Pi
+

w
2

)]

, (14.5)

where σP=0.6·w is the known (gaussian) width of the PRF, w=10 mm is the pad width and w1, w2

are weights: w1 = P2
i−1, w2 = P2

i+1 [4]. In case the signal in one of the neighbouring pads is below
thereshold, this pad is not included in the position calculation. Note that from the beam data using
Xe,CO2 (15%) , we found the PRF to be identical to that measured with Ar,CH4(10%).

As a consequence of their specific conditions, the three methods have different average number of fit
points, as seen in Fig. 14.30 upper right panel.

The lower row in Fig. 14.30 presents the position reconstruction performance: the r.m.s. of the
residuals (distance from fit point to the fit value) and the angle resolution (σ of gaussian fit). Here again
the three methods show specific behaviour. As expected, as a consequence of different sensitivities to
noise for the three methods used, the LOG3 method gives the best resolution at low S/N, while the COG5
method is the worst case. Both the LOG3 and the PRF2 method reach a saturation for S/N>50, while
the COG5 method converges to the same resolution only at very high values of S/N. This saturation
of resolution as function of S/N indicate the presence of additional sources of errors besides the noise
contribution (see below).

Concerning the angular resolution, the three methods differ substantially only at low values of S/N.
The poor resolution in case of LOG3 method is a result of the small number of fit points (see upper right
panel of Fig. 14.30), while the PRF2 method is a compromise between noise sensitivity and number of fit
points. Surprisingly, despite the scatter of the fit points for the COG5 method, leading to sizeably higher
values of r.m.s. of residuals, the resolution in angle is only slightly worse than for the PRF2 method at
low S/N and even slightly better at large values of S/N.

One can notice from Fig. 14.30 that the angular resolution saturates at lower values of S/N compared
to the points resolution (r.m.s. of residuals, which we shall denote as σy). This hints to a systematic
contribution to the error of the angle that is investigated below. The angle resolution, σα, can be written
as function of σy:

σα '
√

12
N f it

· σy

D
(14.6)

where N f it is the number of (independent) fit points and D is the detector depth. For N f it=15 over the
drift region D=30 mm, one expects at the limit of high S/N values a limiting resolution of about 1◦ . The
measured values of about 2◦ are sizeably worse.

The angle determination is sensitive to the Landau fluctuations of the energy deposit along the track.
They are biasing the values of the displacement as a function of drift time (and hence the angle) via the
asymmetric time response function (TRF) of the detector, due to the ion tail, and of the PASA, due to
pole/zero cancellation (see Fig. 14.2, Section 14.2.1). In Fig. 14.31 we give an example of the correlation
of the reconstructed angle with the shape of the individual signal. The left panel shows two (extreme)
cases, in which the signal is predominantly at the beginning or at the end of the drift time (expressed
as time bin number). The arrows mark the drift time position of the average signal, t〈Q〉, for each case.
The right panel shows, for both cases, the displacement distributions, along with the fits. There is a
considerable difference between the two cases: in case of larger clusters at the beginning of the drift
(dots) the reconstructed angle is much smaller compared to the case with large clusters later in time
(squares). Here and in the following, unless specified, the studies are performed for a moderate value of
S/N'32.

In Fig. 14.32 we present the correlation of the reconstructed angle with the drift time position of the
average signal, t〈Q〉 for samples of events in case of pions and electrons. The scale on z is logarithmic.
The incidence was 17◦ with respect to the normal to the anode wires. Pions and electrons show a similar



14.3 Beam tests 215

Xe,CO2(15%), Ud=-2.64 kV, Ua=1.75 kV, p=1 GeV/c, 17 deg.

0

50

100

150

200

2 4 6 8 10 12 14

Time bin

P
ul

se
 h

ei
gh

t (
a.

u.
)

-5

0

5

2 4 6 8 10 12 14

Time bin
D

is
pl

ac
em

en
t (

m
m

)

Figure 14.31: Left panel: two examples of the pulse height in the drift region summed up over all pads. Right
panel: the displacement from the center pad as a function of time bin number and the result of the fit for the two
events of the left panel.
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Figure 14.32: The distribution of reconstructed angle vs. the position of the mean charge deposit in the drift
time, t〈Q〉. The average values are overlayed as dots. The PRF2 method was used for the position reconstruction.

correlation, namely a systematically smaller angle in case of events with large clusters early in time, as
illustrated in Fig. 14.31. For higher values of t〈Q〉 the reconstructed angle approaches a saturation. The
dots in Fig. 14.32 denote the average values of the respective distributions (the errors are the r.m.s.).
These values have been used to establish a correction for the angle, taking as reference the largest mea-
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sured value (which is actually the true incident angle of 17◦ ). The correction of the angle is done for
each track individually, as function of t〈Q〉. The correction is the same for electrons and pions.
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Figure 14.33: Angle reconstruction performance for pions and electrons, before (upper row) and after (lower
row) the correction for the mean charge deposit. The PRF2 method was used for the position reconstruction and
the incident angle was 17◦ .

Figure 14.33 presents the distributions of the reconstructed angles for both pions and electrons, before
(upper row) and after (lower row) the correction for the mean charge deposit. The thicker curves are the
result of gaussian fits. A clear improvement of the angular resolution, by about 1◦ , is seen as a result of
the correction. Obviously, the centroid of the angle distribution is also affected by the correction.

A summary of the effect of the above correction as a function of the incident angle is presented
in Fig. 14.34 for both pions and electrons. The correction was determined separately for each angle.
Notice that not only the resolution is worse prior to the correction, but also the reconstructed angle is
smaller than the real angle by several degrees. The correction restores the original angle and improves
the resolution, as seen already in Fig. 14.33. The correction is less significant for smaller incident angles,
with no effect at normal incidence (in fact, at normal incidence there is no correlation of angle vs. t〈Q〉).

We turn now to a more detailed study of the position and angular resolution as a function of the
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Figure 14.34: Angle reconstruction performance for pions and electrons, as a function of the incident angle,
before (full symbols) and after (open symbols) the correction. The PRF2 method was used for the position recon-
struction.
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Figure 14.35: Left panel: r.m.s. of residuals as a function of incident angle. Right panel: r.m.s. of residuals as a
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incident angle. In Fig. 14.35 we show a summary of the position resolution (r.m.s. of the residuals)
as function of the incident angle. The left panel shows the resolution as a function of incident angle,
while the right panel presents a differential view of the resolution, namely its variation as a function of
the amplitude (the sum of the signal over the pad cluster in each time bin) for the four incident angles.
The noise level is about 1.2 ADC channels. In the limit of large signals, resolutions down to 200 µm
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are achieved for normal incidence. Also in this representation, the resolution exhibits a saturation as a
function of the signal magnitude, however, the saturation is reached for higher values of S/N and for
lower values of the resolution as compared to the integral values presented in Fig. 14.30. Notice also the
different amplitude dependence in the approach to saturation as a function of the incident angle. Here
and for the following results a look-up table method (LUT) based on the known PRF was used for the
position reconstruction. It gives results comparable to the PRF2 method presented above and has the
advantage that it is easy to use for position calculations at the trigger level (see Chapter 6).

Despite the fact that the correction of the angles due to Landau fluctuations is quite effective, a
more natural approach is the so-called “tail cancellation”, namely subtracting the known signal tail as a
function of time. It can be done either at the level of the analog electronics, as it was originally proposed,
using a pole/zero network [31] or at the level of the digitized signal by employing a digital filter [32].
In either case, the operations are the equivalent of de-convoluting the signal with the following transfer
function [31]:

f (s) =
s+1/τ
s+ k/τ

(14.7)
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Figure 14.36: Average signals for 55Fe source on center (left panel) and neighbouring pad (right panel), before
(diamond symbols) and after the tail cancellation (squares).

We applied such a deconvolution for the measured data in the off-line data analysis. Fig. 14.36
shows average signals from the 55Fe source on the center pad (left panel) and on a neighbouring pad
(right panel) before and after the deconvolution with the function 14.7. One can see that the long tail is
cancelled quite accurately for the chosen set of parameters (k× τ, where τ is expressed in time bins of
10 ns each). The values τ=1.0 µs, k=1.67 were found to provide the optimum angular resolution and are
used in the following studies.

In Fig. 14.37 we present an example of the average pulse height as function of drift time for pions,
before (left panel) and after (right panel) the tail cancellation. Two effects of the cancellation are seen: i)
the originally slightly rising plateau (left panel) is made perfectly flat (right panel); ii) the average signal
in the drift region is reduced by about 37%, as can be seen from the fits of the plateau regions (thick
straight lines); this implies the necessity to work at higher gas gain in order to compensate for the signal
loss.

In Fig. 14.38 we compare the angular resolution for the original data (upper left panel), after the t〈Q〉
correction (upper right panel) and after the tail cancellation algorithm (lower panel). For this investigation
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Figure 14.37: Average pulse height as function of drift time for pions, before (left panel) and after (right panel)
the tail cancellation.

the amplification region was included in the angle fit, amounting to additional 3 time bins of 100 ns
each. Despite the fact that the drift velocity is not constant in the amplification region, clean clusters
contribute there to a better angle resolution for the uncorrected data, compared to the case when only
the drift region was used (see previous Fig. 14.35 and below). Different methods of data analysis are
compared in Fig. 14.38: i) 17 points (time samples of 100 ns each) are used for the fit (this is closest
to the configuration of the final detector); ii) 33 samples of 50 ns are fitted; iii) 160 samples of 10 ns
(our highest sampling resolution) each are used; iv) 160 samples are used, but the fit points are weighted
by ther individual pulse heights. For the last two cases in addition a cut on the cluster width (in the
pad direction) is used, to minimize the contribution of δ-rays. The different ways of analysis show
little differences in case of both uncorrected and t〈Q〉-corrected cases, but in case of the tail cancellation
analysis, as expected, a finer time sampling clearly leads to a better angle resolution. Overall, the tail
cancellation leads to angular resolutions below 1◦ for all the incident angles, sizeably better compared
to the t〈Q〉 correction. Note that at the lowest incident angle the tail cancellation amounts to a small
degradation of the angle resolution, mainly as a result of the degradation of the S/N ratio.

In Fig. 14.39 we summarize the S/N dependence of the position (left panel) and angle (right panel)
resolution for 17◦ incidence, using various corrections. The uncorrected data (crosses) are compared to
the values after the t〈Q〉 correction (dots) and after the tail cancellation (squares) for 14 fit points in the
drift region. Obviously, the t〈Q〉 correction does not affect the point resolution (the dots are overlapping
the crosses), but acts only on the angular resolution. Conversely, the tail cancellation is affecting the
point resolution as well and this translates into a better angular resolution. The triangles indicate the
tail cancellation method for the case of including the amplification region into the fit. For this last
case the S/N value is improved for a given gas gain. However, for the same value of S/N, the point
resolution suffers a degradation, presumably as a result of non-constant drift velocity in the amplification
region. This is reflected in the angular resolution, where the improvement is less than expected from
the scaling to the number of fit points (a factor of 1.16 improvement compared to the ratio 17/14=1.21).
One can notice that the approach towards saturation for increasing S/N is different for the various cases
presented, essentially the corrected values having a more accentuated dependence of S/N, as expected
after essentially removing the systematic (dominant) contributions.

Finally, in Fig. 14.40 we show the distribution of the time of the first electron arrival, t f irst , as a
function of the position across the anode wires, y, measured with the Si-strip detectors. The 5 mm
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Figure 14.38: Angle reconstruction perfor-
mance as function of the incident angle, before
correction (upper left panel), after the t〈Q〉 cor-
rection (upper right panel) and after the tail sub-
traction (lower panel). Different methods of fit
are compared, as described in the text.

periodicity reflects the wire pitch. The variation of the arrival time within one drift cell is the result of the
isochronity variation due to the field configuration. When exploited in a pad geometry staggered across
the anode wires (in the real detector z direction, along the beam), the information on t f irst can provide
a position accuracy much better than the wire pitch. This feature can be an important constraint for the
TPC tracking and may also be used for its absolute drift calibration.
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Figure 14.39: Position (left panel) and angular (right panel) resolution as a function of S/N for data without
correction (crosses), after the t〈Q〉 correction (dots) and after the tail cancellation (squares) for 14 fit points in the
drift region. The triangles denote the tail cancellation method, but including the amplification region into the fit.
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Figure 14.40: The distribution of the time of the first electron arrival as a function of the coordinate across the
wires, measured by the Si-strip detectors.
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14.4 Work in progress

New prototypes were recently built with pads both of chevron type (w=10 mm, l=60 mm) and rectangular
(w=7.5 mm, l=80 mm). To have a similar pad response function, the anode-cathode gap (h) is 2.5 mm
in case of chevron pads and 3.5 mm for the rectangles. The anode wire diameter is 20 µm. To facilitate
a fast exchange of different pad planes on the same detector body, these new prototypes have smaller
dimensions: 25×31 cm2. Two wire configurations for the cathode plane were realized, with 5 mm and
2.5 mm wire pitch. In both cases we used a staggered geometry (see Chapter 4). Photographs of both
the chevron (left panel) and rectangle (right panel) pad planes are shown in Fig. 14.41. These prototypes
were tested with an 55Fe source and in beam at GSI in August 2001. We present here the detailed
measurements with the 55Fe source and some results from the beam measurements.

Figure 14.41: Photographs of the pad planes with chevron type (left panel) and rectangular (right panel) pads.

In Fig. 14.42 we present the gain curves: the average pulse height for the main peak of the 55Fe source
as function of the anode voltage. Roughly 100 V higher anode voltage is necessary in order to achieve the
same gas gain for the h=3.5 mm configuration (rectangles), compared to the h=2.5 mm case (dots). This
is slightly less than the difference predicted by GARFIELD [12] calculations (Section 4.6, Fig. 4.17).

Note that comparable values of the pulse height are obtained for lower voltages compared to the first
prototype (see Fig. 14.6 in Section 14.2.2). The interpolation of the case h=3.0 mm of the first prototype
leads us to conclude that roughly 150 V less are needed for the same gas gain when changing the anode
wire diameter from 25 to 20 µm. In case of the denser cathode wire grid, with wire pitch of 2.5 mm
(open symbols in Fig. 14.42), the gas gain is slightly higher for the same anode voltage, as a result of a
better confined amplification region.

In Fig. 14.43 we present the dependence of the 55Fe pulse height on the drift voltage. As a result of
the drift field penetrating the cathode wire grid, the gas gain is increasing as function of the drift voltage.
It is evident that the magnitude of this effect is different for the two cathode wire configurations. At fixed
anode voltage, in case of 5 mm cathode pitch (full symbols) the gas gain increases by almost 60% for an
increase of 1.5 kV in drift voltage. For 2.5 mm pitch (open symbols) the increase is only 26%. The two
cases of anode-cathode gap show similar dependence of the gas gain as a function of the drift voltage.
Apparently, the difference on gain between the two configurations (at fixed drift voltage) is higher for
the 2.5 mm cathode wire pitch, as seen also in Fig. 14.42.
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In Fig. 14.44 are shown the PRFs for the chevron (left panel) and the rectangle (right panel) pad
planes. We compare the 5 mm and 2.5 mm cathode wire pitch and conclude that the cathode grid density
influences only marginally the PRFs. As seen already in Section 14.2.3 (Fig. 14.7), the calculated values
do not agree with the measured ones. This disagreement is similar for chevron and rectangle pad planes
and is being investigated further.

During the beam measurements in August 2001 we have performed the following:

• a relative comparison of the position reconstruction performance of the chevron and rectangular
pads.

• a study of sandwich radiators reinforced with carbon or glass fibre.

• a study of the drift chambers performance as a function of the oxygen content in the detection gas.

• we placed the detectors in a magnetic field of up to 0.3 T, with the aim to measure Lorentz angles
and to compare the position resolution with and without magnetic field.

While the bulk of the data evaluation is in progress, we present here the results on the study of the
chamber performance under oxygen contamination. In Fig. 14.45 we show the average pulse height
distributions as a function of drift time (left panel) and the pion efficiency as a function of electron
efficiency for different values of the oxygen content in the range of a few hundred ppm. From the
measurements of the pulse height distributions as a function of drift time we deduced an attachment
coefficient Catt =400 atm−2µs−1 (see Chapter 4). As seen in the right panel of Fig. 14.45, the pion
rejection performance is slightly degrading for increasing oxygen contamination. This is one argument
to keep the oxygen at the lowest possible value.
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Apart from the analysis of newly measured data, ongoing work include on-detector implementa-
tion of the integrated electronics and preparations for beam tests at CERN, where in particular the TR
performance for momenta above 2 GeV/c will be measured. These measurements are scheduled for
October-November 2001.
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15 Mass production

As described in this Technical Design Report a total of 18 supermodules containing altogether 540
individual detectors need to be constructed, tested, and finally installed in the ALICE central barrel not
including spares. This task cannot be handled by a single institution. Therefore, it is currently foreseen
to involve a number of major construction sites in the assembly of the individual detectors or major parts
thereof.

15.1 General concepts

The anticipated design of the readout chambers lead to entities that, once assembled, cannot easily be
taken apart again. This fact makes a high level of quality assurance at each individual step during
construction an essential requirement. Since it is currently foreseen to have five major construction
sites (Bucharest, Dubna, Heidelberg, Darmstadt, and Münster), it is also necessary to standardize and
merge all data gathered during construction in a common database. To guarantee equal standards in the
production the equipment of the individual construction sites will be standardized. This will include
equipment of the clean rooms for assembly, winding machines, test gas systems, and data acquisition
systems both for optical alignment equipment as well as electronic testing of the final detectors.

Another important aspect in this distributed production scheme is a centrally coordinated distribution
of raw materials. It is anticipated that all individual components will be acquired through the same
vendors and will be qualified in the same fashion. Also, final stacking, alignment, and testing of complete
supermodules will be done in a central place

15.2 Equipment of production sites

It is anticipated that each production site is equipped with:

• a clean room

• large flat tables

• a winding machine

• a video setup for optical alignment and measurements

• a test gas system

• a pulsed X-ray source

• a data acquisition system

• access to a common database

• appropriate space for storage of raw materials and finished detectors

15.3 Database

A common database following the internal guidelines of ALICE for detector databases will be used
for data storage. The database will archive part numbers for the construction of individual detector
elements as well as all data gathered during the individual production, quality assurance and calibration
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steps. When the TRD comes online, this database will permits retrieval of all data relevant for setup and
calibration during running and later during offline analysis. The exact specifications for this database are
currently being worked out within the ALICE collaboration.



227

16 Implementation, infrastructure, and safety

16.1 ALICE experimental area

The ALICE detector will be installed at Point 2 of the LHC accelerator. The Point 2 experimental area
was designed for the L3 experiment. The main access shaft, 23 m in diameter, provides a 15×7 m2

installation passage and space for counting rooms. The counting rooms are separated from the experi-
mental area by a concrete shielding plug (see Fig. 16.1). The experimental cavern is 21.4 m in diameter
and will be re-equipped with a 2 x 20 t crane having a clearance of about 3 m above the L3 magnet. The
L3 magnet provides an 11.6 m long and 11.2 m diameter solenoidal field of up to 0.5 T. The end-caps
have a door-like construction. The door frames will support large beams traversing the L3 magnet, from
which the ALICE central detectors will be supported.

Figure 16.1: General layout of the basic underground structures at Point 2, showing the L3 magnet and the
counting rooms.
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16.2 Implementation of the TRD detector

16.2.1 General integration considerations

The TRD detector is supported by a cylindrical space frame construction, which also serves as a support
for all the central detector units. The space frame is placed on large support beams straddling the coil
section of the L3 magnet. This allows for the complete assembly of the central detector units to take
place outside the L3 magnet. Each of the 18 TRD supermodules will be individually supported by two
rails attached to the inner rings of the space frame (see Fig. 16.2). The services for the TRD will be
supported by separate support frames, which will also serve as access platforms. The service support
frame on the muon-arm side will be installed as a fixed structure, however, the service support frame on
the access shaft side, will be installed on the same rails as the space frame and have the same diameter and
modularity (it will be referred to as the ‘baby’ space frame). The main purpose of the ‘baby’ space frame
is to carry the weight of all services of the central detectors, but also serve as a convenient installation
frame for the TRD modules.

Figure 16.2: General view of the TRD detector and the space frame inside the L3 magnet. The ‘baby’ space
frame is also partly visible.

16.2.2 The space frame

The space frame is divided into 18 sectors of 20◦ (following the agreed sectorization of the central
detectors. All material has been concentrated at the sector boundaries and two concentrically placed
support rings as indicated in Fig. 16.3.
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Figure 16.3: General layout of the space frame showing the geometrical arrangement of the central detectors.

The frame is supported on two support beams. There are two support points on each beam, which
assures the same vertical displacement of the frame and the beams at all support points. The horizontal
displacement of the frame is blocked on one side and free to move on the other side. The support beams
are 12.1 m long and supported at their extremities by the L3 door structure. The combined space frame
and support beam structure has been calculated for a total load of 75 t (Ref. [1]). The calculations were
based on reducing the deformation of any two points on the space frame to a few mm and to limit the
overall vertical displacement to less than 5mm. These calculations show that the movements of the TRD
support rails can be limited to the displacements quoted in Chapter 2.

16.2.3 Pre-assembly phase

The present surface zone at Point 2 includes sufficient assembly hall space to meet the ALICE require-
ments and no new hall construction will be necessary for the detector assembly. The overall ALICE
planning foresees a pre-assembly phase for the complete TRD detector to take place in the SXL2 as-
sembly hall prior to the installation in the underground area, as indicated in Fig. 16.4. The detector will
be fully assembled together with the space frame structure. This will allow an early preparation of the
various detector services and permit the installation and access scenarios to be analyzed and corrected
before lowering the TRD into the experimental cavern. All handling of the TRD outside the space frame
will be made using a transport jig, which must also be able to orient the modules, such as to align the
modules with the corresponding azimuthal position.

16.2.4 Installation in the underground cavern

It is conceivable that the complete space frame, with the TRD detector installed, is lowered down as one
unit into the experimental area, however, the present installation scenario foresees a separate installation
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Figure 16.4: Pre-assembly of the TRD modules in the SXL assembly hall at Point 2. The figure shows the
installation of a supermodule, using the transport jig and the baby space frame.

of the supermodules inside the experimental area (see Fig. 16.5). The space frame and the baby space
frame will first be lowered down into the experimental area and placed on temporary support beams
outside the L3 magnet. In this position the TDR modules can be relatively conveniently inserted into the
space frame and some preparation of services can be made. The space frame is thereafter moved into the
final position inside the L3 magnet. Alternatively, the TRD modules can also be inserted directly into the
space frame in the final position inside the L3 magnet, however, this would be more restrictive and time
consuming. This possibility is important for maintenance a possible staged installation.

16.3 Access, maintenance and services

16.3.1 Access for maintenance and repair

Access for maintenance to the various parts of the TRD detector is relatively straightforward. All services
are concentrated to the side of the baby space frame and are easily accessible from platforms placed at
several levels.

16.3.2 Services

The TRD services have been described in a previous chapter (Chapter 9). All services will have to pass
through the narrow chicane shaped clearance (100 mm) between the magnet doors and the door frames
(as shown in Fig. 16.2). In order to install the services the door will have to be opened, which prohibits
any further service installations on the absorber side, once the Muon spectrometer is installed. The baby
space frame will serve as a support for the services and allow a convenient distribution of cables, gas
tubes and cooling tubes to the different sectors (see Fig. 16.6). It is estimated that the total weight of the
services for the TRD detector is about 20 t.
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Figure 16.5: Installation of the TRD modules into the space frame inside the ALICE experimental area.

Figure 16.6: Conceptual routing of services. The services are attached to the outside of the support frame and
distributed to the 18 supermodules.
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The gas supply will come from the existing surface building, and the distribution units will be located
on the shielding plug in PX24. In order to keep the losses and cost of cable installation as low as possible
the racks for the power supplies will be installed as close as possible to the L3 magnet. They will be
located at both sides of the L3 magnet at floor level. In the event of a removing a TRD module all services
will have to be disconnected. This is facilitated by installing ‘patch-panels’ on the baby space frame.

16.4 Safety aspects

The TRD detector has been the subject of a recent Initial Safety Discussion (Ref. [2]). The outcome
of this ISD was that the concept of the TRD detector did not include any major safety risks. The TRD
detector uses non-flammable gas mixtures and the absence of toxic, corrosive, or flammable components
makes the TRD an intrinsically safe detector. Apart from the initial construction period the handling of
the TRD will always rely on the mechanical stability of the space frame, which will reduce the proba-
bility of any mechanical failure. The closed volume inside the dipole magnet and the part of the Muon
spectrometer that penetrates into the L3 magnet will be separately monitored for both flammable gas and
oxygen deficiency. The access to the inside of the L3 magnet will be restricted and regarded as a confined
space. All construction materials and electronics printed circuit boards will conform to the CERN safety
Instruction TIS IS41 and IS 23 concerning the use of plastic and other non-metallic materials at CERN
with respect to fire safety and radiation resistance.
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17 Responsibilities, cost, and schedule

TRD organization

The ALICE TRD organization comprises a project leader, a deputy project leader, a project coordina-
tor and nine sections: Radiator, Read-Out Chambers, Front-End Electronics, Gas System, Services and
Cooling, Detector Control System (Slow Control), Simulation, Calibration, and Engineering & Installa-
tion. The section Front-End Electronics contains two groups, (i) the processing, storage and read-out of
the detector signals, and (ii) the hardware and software preparing the level 1 trigger decision. Similarly,
the Simulation section contains two groups, (i) simulations of the online tracking and trigger perfor-
mance, and (ii) development and application of the offline software.
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TRD task force

The following persons have contributed to the work presented in this Technical Design Report.

A. Andronic, V. Angelov, A. Anjam, H. Appelshäuser, C. Blume, P. Braun-Munzinger, D. Bucher,
O. Busch, A. Castillo-Ramirez, V. Catanescu, M. Ciobanu, S. Chernenko, V. Chepurnov, J. de Cu-
veland, H. Daues, A. Devismes, M. Dorn, M. Eichhorn, L. Efimov, O. Fateev, Ch. Finck, P. Foka,
C. Garabatos, M. Gersabeck, P. Glässel, R. Glasow, M. Gutfleisch, J. Hehner, N. Heine, N. Herrmann,
A. Ierusalimov, M. Ivanov, M. Keller, S. Keßen, F. Lesser, V. Lindenstruth, T. Lister, S. Martens, T. Mah-
moud, A. Marin, M. Marquardt, D. Miskowiec, W. Niebur, Yu. Panebratsev, T. Peitzmann, V. Petracek,
A. Petrov, M. Petrovici, A. Radu, C. Reichling, A. Reischl, K. Reygers, M.J. Richter, I. Rusanov, A. San-
doval, H. Sann, R. Santo, R. Schicker, R. Schneider, M. Schulz, W. Seipp, S. Sedykh, S. Shimanski,
R.S. Simon, L. Smykov, H.K. Soltveit, H.J. Specht, J. Stachel, H. Stelzer, H. Tilsner, W. Verhoeven,
B. Vulpescu, A. Walte, I. Weimann, S. Wende, J.P. Wessels, B. Windelband, O. Winkelmann, C. Xu,
V. Yurevich, Yu. Zanevsky, O. Zaudtke, R. Ziegler, A. Zubarev.
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TRD TDR editorial committee

The TRD TDR editorial committee was composed of the following persons:

A. Andronic (editor), H. Appelshäuser, C. Blume, P. Braun-Munzinger, D. Bucher, P. Foka, C. Garabatos,
N. Herrmann, V. Lindenstruth, A. Marin, V. Petracek, A. Sandoval, R. Simon, J. Stachel, J.P. Wessels

Participating institutions

The following institutions will participate in the construction of the TRD detector.

• Bucharest, Romania, National Institute for Physics and Nuclear Engineering.
• Darmstadt, Germany, Gesellschaft für Schwerionenforschung
• Dubna, Russia, Joint Institute for Nuclear Research.
• Heidelberg, Germany, Kirchhoff Institut für Physik, Ruprecht-Karls-Universität.
• Heidelberg, Germany, Physikalisches Institut, Ruprecht-Karls-Universität.
• Kaiserslautern, Germany, Fachbereich Elektrotechnik und Informationstechnik,

Universität Kaiserslautern.
• Münster, Germany, Institut für Kernphysik, Westfälische Wilhelms-Universität.

Responsibilities

Table 17.1 presents the sharing of responsibilities for the construction of the TRD detector.

Table 17.1: Sharing of responsibilities for the construction and installation of the TRD detector.

Item Institution

Radiator Münster
Readout chambers Bucharest, Dubna, GSI, HD (PI), Münster
FEE and trigger Bucharest, HD (KIP), HD (PI), Kaiserslautern, Münster
Gas System GSI
DCS HD (PI)
HV, LV, cooling GSI
Overall mechanics HD (PI)

Table 17.2: Global cost of the TRD in kCHF.

Item Cost (kCHF)

Radiator 423
Readout chambers 3 057
Services (HV/LV, cooling) 1 919
Front end electronics, trigger 7 825
Gas system 525
General 1 220

Total 14 969

Cost estimate and resources

Whereever possible budgetary industrial quotes were used in the cost estimate of the TRD. This was
done especially for special components such as: very large printed circuit boards, chip productions,
special foams, and carbon fiber materials. In the budget for the readout chambers the numbers rely on
actual costs from previous projects and projects under construction (CERES/NA45, ALICE/TPC). In the
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cost for the electronics realistic estimates for chip yields and yields for mult-chip modules have been
considered. The total cost quoted in Table 17.2 reflects the amount needed to build 100% of the detector.

The resources of the participating institutions cover at present 8.28 MCHF of the costs of the con-
struction, installation and commissioning of the TRD. Additional funds are sought actively.

Construction program

The design, construction, test, and installation schedule of the TRD components is summarized in
Fig. 17.1. While it is hoped that additional funds can be found in the near future, the time-line for
the construction of the TRD assumes production of roughly 50% of the detectors. Assumptions with
regard to the design and prototyping phase of the various sub-projects are based on the current progress
in these fields.

ID Name
1 1 TRD DETECTOR

2 2 Technical Design Report

3 3 Radiators

4 3.1 Design&Prototyping

5 3.2 Procurement of Materials

6 3.3 Production

7 4 Chambers

8 4.1 Design & Prototyping

9 4.2 Procurement of Materials

10 4.3 Production & Testing

11 5 Supermodules

12 5.1 Design & Prototyping

13 5.2 Procurement of Materials

14 5.3 Assembly of Supermodules

15 5.4 Stacking & Alignment & Final Testing

16 6 Electronics

17 6.1 PASA

18 6.1.1 Design & Prototyping

19 6.1.2 Production

20 6.1.3 Testing

21 6.2 ADC

22 6.2.1 Design & Prototyping

23 6.2.2 Testing

24 6.2.3 Implementation in Digital Chip

25 6.3 Digital Chip

26 6.3.1 Design & Prototyping

27 6.3.2 Pilot Run

28 6.3.3 Testing of Pilot Run

29 6.3.4 Production

30 6.3.5 Testing

31 6.4 MCM

32 6.4.1 Design & Prototyping

33 6.4.2 Production Pilot Run

34 6.4.3 Testing of Pilot Run

35 6.4.4 Production

36 6.4.5 Testing

37 6.5 Readout Board

38 6.5.1 Design & Prototyping

39 6.5.2 Production

40 6.5.3 Testing

41 6.6 GTU

42 6.6.1 Design & Prototyping

43 6.6.2 Production

44 6.6.3 Testing

45 7 Gas System

46 7.1 Prototype Gas System

47 7.2 Production

48 7.3 Testing

49 8 Cooling System

50 8.1 Design & Prototyping

51 8.2 Production

52 8.3 Testing

53 9 Detector Control System

54 10 Installation

55 10.1 50% of TRD installed

56 10.2 100% of TRD installed
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Figure 17.1: Chart of the time-line for the construction of the TRD.
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Glossary

Detector nomenclature

Module (M) one unit of TRD (readout chamber plus radiator)
Layer (L) 5 × M in longitudinal direction
Stack (S) 6 × M in radial direction
Supermodule (SM) 5 × S in longitudinal direction

6 × L in radial direction
Plane (P) one layer in full azimuth, P=18×5×M

Acronyms

A
ADC Analog to Digital Converter
ALTRO ALICE TPC Readout (digital chip)
ALU Arithmetic Lookup Unit

B
BGA Ball Grid Array

C

CAN Controller Area Network
CMOS Complementary Metal-Oxide-Semiconductor
COG Center Of Gravity
CPU Central Processing Unit
CTP Central Trigger Processor

D
DAC Digital to Analog Converter
DAQ Data Aquisition
DAQC Data Acquisition Control
DC Drift Chamber (also used for Direct Current)
DCOM Distributed Component Object Model
DCS Detector Control System
DRAM Dynamic Random Access Memory

E

ENC Equivalent Noise Charge
EOS Electrical Over-Stress
ESD Electrostatic Discharge
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F
FADC Flash Analog to Digital Converter
FEE Front End Electronics
FIFO First In First Out
FF Flip-Flop
FPC Flat Printed Circuit
FPGA Field Programmable Gate Array
FWHM Full Width Half Maximum

G

GND Ground
GRF Global Register File
GTU Global Tracking Unit

H
HBM Human Body Model
HLT High Level Trigger
HTTP Hyper Text Transfer Protocol
HMPID High Momentum Particle Identification Detector
HV High Voltage

I
I2C Inter-IC
IP Internet Protocol
ITS Inner Tracking System

J

JCOP Joint Control Project
JTAG Joint Test Action Group

L
L0 Level-0 (trigger)
L1 Level-1 (trigger)
L1A Level-1 Accept
L1R Level-1 Reject
L2 Level-2 (trigger)
L2A Level-2 Accept
L2R Level-2 Reject
LHC Large Hadron Collider
LN2 Liquid Nitrogen
LSB Least Significant Bit
LTU Local Tracking Unit
LUT Look-Up Table
LV Low Voltage
LVDS Low Voltage Differential Signal
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M
MBS Multi Branch System (DAQ)
MCM Multi Chip Module
MIMD Multiple Instruction Multiple Data
MIP Minimum Ionizing Particle
MIPS Mega Instructions Per Second
MM Machine Model
MMI Man-Machine Interface
MSB Most Significant Bit
MWPC Multi-Wire Proportional Chamber

N

NMOS Negative Channel Metal-Oxide-Semiconductor

O

OE Output Enable
OLE Object Linking and Embeding
OPC OLE for Process Control

P
PASA Preamplifier/shaper
PCI Peripheral Component Interconnect
PHOS Photon Spectrometer
PID Particle Identification
PLC Programable Logic Controller
PLL Phase Locked Loop
PMOS Positive Channel Metal-Oxide-Semiconductor
PRF Pad Response Function
pRF private Register File

Q

QGP Quark-Gluon Plasma

R
RAM Random Access Memory
RMS Root Mean Square
ROM Read-Only Memory

S

SCADA Supervisory Control And Data Acquisition
SIMM Single Inline Memory Module
SMT Surface-Mount Technology
SRAM Static RAM
S/N Signal-to-Noise ratio



T
TMU Track-Matching Unit
TOF Time-Of-Flight (Detector)
TP Tracklet Processor
TPC Time Projection Chamber
TPP Tracklet Preprocessor
TR Transition Radiation
TRC Trigger Control
TRD Transition Radiation Detector
TRF Time Response Function
TTC Timing, Trigger and Control

V
VDD Power Supply for Digital part of FEE
VDDA Power Supply for Analog part of FEE

W
WE Write Enable


